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Peridynamics simulation of uniaxial pull test of fiber-reinforced, 
laminate composite plates with initial central notches and having 
varying fiber orientations in the lamina (the “lay-ups”).  The resulting 
damage and fracture emerge spontaneously in an unguided manner, 
and the cracking modes are consistent with those seen in laboratory 
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Foreword
Materials Science today is at a watershed. We have achieved remarkable computational capabilities, with 
the ability to simulate macroscopic samples of complex materials from inter-atomic interactions — trillions 
or more atoms with realistic potentials. Furthermore, experimental facilities are allowing remarkable 
visibility into dynamics at the quantum scale, such as femtosecond resolution through ultrafast optical 
techniques.  Experimental, theoretical, and computational methods are evolving in such a manner that we 
are able to address novel issues in not only the understanding of materials, but more interestingly, the design 
of new materials that meet specific needs, and their responses in unusual environments or to 
phase transitions.

While research in materials properties is conducted worldwide, national scientific and research institutions 
still maintain unique roles in certain frontier areas that are tied to national missions such as energy or 
nuclear security. In that respect, the United States and the Russian Federation have been working together to 
define common interests and the opportunities that would ensue. 

The articles in this volume represent ongoing cooperative research in materials science in both countries, 
as well as some new directions for future collaborative efforts.  During their meetings in Spring 2009, U.S. 
President Barack Obama and Russian President Dmitry Medvedev expressed their desire in a joint statement1 
that cooperation of this nature continue:  “…we also discussed the desire for greater cooperation not only 
between our governments, but also between our societies — more scientific cooperation… .” This book 
represents a step towards these goals and lays the framework for the greater societal cooperation the 
presidents have discussed.  It is our hope that this collection will be technically useful and serve as a milepost 
along the path of greater societal cooperation in a wide range of areas.

Dimitri Kusnezov
Director of the Office of Research & Development for National Security Science & Technology
National Nuclear Security Administration (NNSA), USA

Oleg Shubin
Department for the Nuclear Munitions Development & Testing and Defense Power Facilities
Rosatom, Russia

Prague, August 2009

1See Appendix A for full text.
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A central theme of this section is the need to understand and predict the aging and stability of materials under 
diverse conditions that are of mutual interest to material scientists from the United States nuclear weapons 
laboratories and Russian Federation institutes.  Linking how material ages and how the material performs 
is an enormous technical challenge.  This section comprises seven articles that highlight recent advances in 
which experimental physical, chemical, and electronic properties of materials are directly linked to modeling or 
simulation.  Articles by Dremov et al. and Tobin et al. discuss effects of aging upon plutonium properties.  The 
article by Holm et al. discusses the unified creep plasticity and smeared crack models to predict the lifetime of 
solder joints.  In their article, Sirenko and Egorova present the mathematical model capable of describing the PUF 
and fiberglass thermogravimetric behaviors.  The next two articles, by Erikson et al. and Hogan et al., discuss the 
physical behavior and thermal response model of removable epoxy and hybrid foams in fire environments.  The 
last article by Sokovishin et al. describes engineering approaches to estimate mineral oil compatibility with design 
materials of the neutron generator. 

Brandon W. Chung, Lawrence Livermore National Laboratory, Livermore, CA, 94551 USA.

 (Left) Melted region and plastic deformation in 
δ-Pu. Initial temperature 600 K. Dark grey is for 
the disordered structure (melted region), light 
grey is for stacking faults, and white is for partial 
dislocations. (Right) Residual point-like defects: 
white encircled spheres are interstitials and stars 
are vacancies.
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Modeling of PlutoniuM Aging

V. Dremov,* A. Karavaev,* F. Sapozhnikov, M. Vorobyova,*  G. Ionov,* V. Anisimov,† M. Korotin,†        
A. Shorikov,† M. Zocher,†† D. Preston††

*Russian Federal Nuclear Center – Zababakhin Institute of Applied Physics, Snezhinsk 456770, Russia
† Institute of Metal Physics, Ural Division of RAS, Yekaterinburg 620219, Russia

††Los Alamos National Laboratory, Los Alamos, NM 87545 USA

We present a brief overview of results obtained in our MD and ab initio investigation focused on the 
problem of Pu aging. The investigation included modeling of the evolution of damage cascades in 
self-irradiated unalloyed and gallium-alloyed д-Pu, the evaluation of helium atom interaction with 
Pu lattice, helium bubble properties, and mobility of defects, as well as possible effects of aging upon 
thermodynamic, mechanical, and magnetic properties of plutonium.

Introduction 
The aging of actinides (i.e., the change of their properties with time due to self-irradiation) is caused by the 

accumulation of radiation defects and decay products in the bulk of the material. Investigation into this complicated 
problem may be addressed to molecular dynamics (MD) because this approach gives detailed information on the 
micro-scale structures and processes. Presenting this brief overview of theoretical results obtained in recent years, 
we should say that our investigation in this direction continues in close collaboration with our colleagues from 
LANL and LLNL through lab-to-lab contracts. The main issues for future consideration are phase stability and 
the effect of aging on it, construction of a potential for the low-symmetry monoclinic α-phase, peculiarities of 
radiation damages and their effects on the properties of α-phase, and updating the model of defects accumulation.

Radiation Damage
The radioactive decay of Pu generates high-energy particles of U (86 keV) and He (5 MeV), producing 

numerous damages when decelerating in the bulk of the material. We consider the process to consist of fast and 
slow stages. The fast stage lasts while particle energies are several times greater than the assumed displacement 
energy. This stage is simulated with the Monte Carlo (MC) method. The slow stage is characterized by the 
absence of new displacements caused by high-energy atoms, and the system evolves in the time scale of thermal 
relaxation. This stage is described by the MD technique. 
The Modified Embedded Atom Model (MEAM) 
developed for Pu and Pu-Ga alloys [1,2] was used to 
describe the interatomic interaction. Calculations were 
carried out for pure д-Pu and a Ga (1 wt%) stabilized 
д-Pu alloy. The combination of MC and MD techniques 
allows us, on the one hand, to take into account inelastic 
scattering and energy losses of high-energy particles 
and to eliminate shortcomings of the MEAM when 
interatomic distances are small and, on the other hand, 
to track the cascade evolution in time. Using MC instead 
of the full MD treatment with the adequate short range 
potential makes it much easier to gather statistics and to 
obtain the averaged characteristics of the cascades.

Figure 1.  (Left) Melted region and plastic deformation in δ-Pu. Initial 
temperature 600 K. Dark gray is for the disordered structure (melted region), light 
grey is for stacking faults, and white is for partial dislocations. (Right) Residual 
point-like defects: white encircled spheres are interstitials and stars are vacancies 
(the figure was taken from [1]).

Dremov, V. et al.
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The simulations have shown [3,4] that the formation of the amorphous (melted) region is proper to the U 
cascade evolution in pure and alloyed Pu. Rapid recrystallization leaves point-like defects only (Figure1). The 
number of residual point defects (250 vacancies + 250 interstitials) is an order of magnitude smaller than the 
number of Frenkel pairs (~2500) formed during the fast (MC) stage. 

It has been shown that accounting for only lattice heat conductivity leads to a melted region that measures 
~25,000 and ~18,000 atoms for the initial temperatures of 600 K and 300 K, respectively. If electron-phonon 
coupling is taken into account, the corresponding numbers are ~17,000 and ~12,000. Assuming that the melted 
region includes ~12,000 atoms in the sample at initial temperature T = 300 K and the half-life period of Pu is 
24,000 years, it is easy to estimate that it will take the whole sample about 2 to 3 years to completely melt and 
recrystallize.

Modeling Helium Bubbles
DFT and MD were used to investigate the dynamics of interaction between He and δ-Pu in a α-Pu lattice that 

has undergone self-irradiation damage. This effort included investigation into the dynamics of atomic He and the 
dynamics of an isolated He bubble [5]. Gaining a better understanding of these dynamical processes is of critical 
importance if we are to successfully predict the process of aging and the consequences thereof.  

To do MD simulations, we needed three interatomic potentials: Pu-Pu, Pu-He, and He-He. The Pu-Pu and 
He-He interaction potentials were taken from the literature. A new potential (of the exp-6 variety) was developed 
for the Pu-He interaction. In order to develop the exp-6 Pu-He interaction potential, two sets of DFT calculations 
(one based on the generalized gradient approximation of the exchange-correlation potential and the other on the 
local density approximation) were carried out to assess the relief in the energy field associated with the presence 
of atomic He at various locations in an otherwise pristine δ-Pu lattice. The exp-6 potential was fit to the DFT-
generated energy relief fields. It was observed that the exp-6 potential developed using the LDA results was stiffer 
and a better match to previously reported results. As a consequence, the exp-6 Pu-He potential ultimately selected 
for use in the MD simulations was the one based on the LDA results. 

MD simulations investigating the dynamics of atomic He in a Pu lattice were carried out using the aforementioned 
interatomic potentials. Two sets of MD simulations were conducted. In the first set of calculations, atomic He was 
placed at a tetrahedral interstitial site, and MD was used to monitor the overall dynamics of the Pu-He system as 
it sought to minimize its aggregate energy state. It was observed that the dynamical process proceeds as follows. 
First, the He atom displaces the nearest Pu atom from its lattice site and takes up residence at this location. This 
sets up a chain reaction, wherein the displaced Pu atom displaces a neighboring Pu atom from its lattice site (and 
takes up residence at this location), and so on. The rate at which this process proceeds (split interstitial diffusion 
rate) has been calculated. In the second set of calculations, the dynamics of a cluster of He atoms (nine atoms) is 
investigated. The simulation commences with an He atom located at a lattice vacancy with the eight remaining He 
atoms situated at adjacent tetrahedral pores. A complex dynamical process ensues wherein four of the He atoms 
located at tetrahedral sites set up split interstitial chain reactions similar to the one just described, four of the He 
atoms remain in the vicinity of the original vacancy, and the ninth He atom migrates further into the lattice (where 
it too eventually sets up a split interstitial chain reaction). 

MD simulations of an isolated He bubble were also carried out. The selection of bubble size and He-to-
vacancy ratio was made with consideration given to experimental observations of actual bubbles in aged Pu. With 
respect to He-to-vacancy ratio, we chose to make the focus of our investigation the ratio of 3:1. This particular 
ratio is interesting for two reasons: (1) it is near the upper end of the observed range of this quantity in aged Pu and 
(2) previously reported MD simulations seemed to reveal an instability at this ratio. It is demonstrated herein that 
an He bubble with a 3:1 He-to-vacancy ratio is indeed stable (in keeping with experimental observations, but at 

Dremov, V. et al.
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odds with the previously reported set of MD simulations). Our simulations show that an instability that is apparent 
at early time is in reality a transient phase, at the end of which spatial and temporal stability becomes manifest. We 
surmise that the previously reported instability was indeed erroneous and resulted naturally as a consequence of 
not continuing the calculation far enough in time. In addition to investigations concerning bubble size and stability, 
simulations were conducted to predict long-term bubble shape. Preliminary observations seem to indicate that a 
bubble that starts off roughly spherical in shape will over time take on a more tetrahedral character.

Mobility of Defects and Defects Accumulation Model
Characterization of thermodynamic and mechanical properties of materials as dependent upon alloying 

additions and defects concentration requires a model of defects accumulation due to self-irradiation. To construct 
the model one needs: (1) the data on types and the number of defects produced in collision cascades and (2) the 
data on the mobility of defects. 

The results of damage cascade simulation (see 
Radiation Damage above) provide us with the rate of 
defects production or the source of primary radiation 
defects. To construct a model of defects evolution one 
needs data on defect mobility. Partially, this information 
is given in [6] regarding the vacancy, di-vacancy, and 
di-vacancy dissociation. In [7], we added the data on 
self-interstitial, tri-vacancy and the dissociation of the 
latter. In [7], a tentative radiation defect accumulation 
model that includes the above defects and accounts for 
grain size was constructed, and the evolution of defect 
concentrations with time was evaluated (Figure 2). 

Plutonium Properties Affected by Aging
Theoretical data on the time evolution of primary radiation defects [7] agree with experimental data on changes 

in plutonium properties during the first years of storage [8]. Ref. [8] provides experimental results on changes 
in the volume of PuGa (2 at.% Ga) samples in aging. These results 
were obtained with the use of accelerated aging. Pu-238 (7.38 
at.%) was added to the alloy and self-irradiation proceeded ~22 
times faster. Figure 3 depicts dilatometry measurements from [8]. 
For all samples and measurement temperatures, the initial period 
of volume increasing is seen to be ~3 to 4 years; then the curve 
flattens out with a weak linear growth associated with the constant 
rate of helium accumulation. The dashed line in Figure 3 shows the 
relative change in volume evaluated in this work in the assumption 
that it equals the relative concentration of vacancies. It is, of course, 
an upper estimate because we assumed all interstitials that were 
absorbed by the grain boundary were built into the structure without 
changes in density. Figure 4 compares changes in density with 
time, obtained experimentally through dilatometry and immersion 
measurements for different plutonium samples and predicted by the 
model proposed.

Figure 2. Evolution of primary radiation defects with time at T = 300 K. Solid 
and dashed lines correspond to different values of vacancy migration activation 
energy. The figure was taken from [7].

Figure 3. Relative change in the volume of Pu-238 enriched PuGa 
[8]. Time is measured in equivalent years. Measurements were 
done for two samples (2 and 3 cm) hold at different temperatures. 
According to [8], data for 35ºC are most reliable because surface 
effects at this temperature are weak and results for 2-cm and 
3-cm samples coincide (see [8] for details). The dashed line shows 
calculations with the model proposed in [7].

Dremov, V. et al.
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This volumetric change is known as transient reverse expansion 
(i.e., it can be eliminated by annealing that reduces the equilibrium 
concentration of defects). The proposed model of defect accumulation 
is capable of simulating annealing using the constructed dependence 
of defect mobility on temperature. According to the model, it takes 
primary radiation defects about 2 h to anneal at ~220ºC. During this 

time, the concentration of defects reduces from ~0.1% to ~0.00001%. This is also in agreement with the known 
experimental evidence that the density changes that occur in the first three years of storage can easily be recovered 
through annealing at 150 to 200ºC.

In the near future, we plan to evaluate in direct MD simulations 
the effect of defects and helium bubbles on the thermodynamic 
and mechanical properties and phase stability of δ-Pu.

Defects also affect the magnetic properties of Pu. Results of 
magnetic properties investigation for pure metallic Pu published 
in the last years have promoted the idea of the nonmagnetic 
ground state of Pu in δ- and α-phases. However, it is difficult 
to accept the statement about the absence of magnetism in Pu, 
since available Pu samples always demonstrate the traces of 
magnetic interactions. The results of ab initio calculations [9] 
argue for formation of magnetism due to the presence of defects. 
For the investigation, the so called LDA+U+SO band structure 
calculation method was used. It is based on the Local Density 
Approximation (LDA), including Coulomb (U) and Spin-Orbit 
coupling (SO) in generalized matrix form. This modification 
of the standard LDA is caused by the comparable strength of 
exchange and spin-orbit interactions in actinides. A supercell 
consisting of 32 Pu atoms originally arranged in FCC lattice plus 
interstitial Pu impurity in one of the octa-holes plus vacancy in 
the third coordination sphere of the impurity was constructed and relaxed with the use of molecular dynamics 
technique with MEAM potential. The result is that the presence of the interstitial and the vacancy leads to the 
appearance of weak magnetism. This result agrees well with the experimental data [10] on magnetic moments in 
aged Pu, which disappear after annealing. An interstitial and a vacancy influence magnetic moments in different 
ways—the interstitial alone forms a ferromagnetic order close to AFM type A, but the vacancy alone forms 
the order of AFM type C. Acting simultaneously, they produce the noncollinear magnetic structure (Figure5). 
Keeping in mind the structure of the primary radiation defect (see the previous section), one may predict that 
during the first 3 to 4 years of aging, Pu will gain magnetic properties proper to AFM type C.

Figure 5. Calculated magnetic structure of Pu supercell with the 
interstitial atom (magenta balls) and the vacancy (black ball). 
Arrows show direction of J; the greens and reds correspond to 
different signs of Jz component.

Figure 4.  Density changes: dilatometry of the enriched plutonium sample (350C), immersion of 
naturally aged and Pu-238 enriched samples (the data are taken from [8]). The dashed line shows 
calculations with the model proposed in [7].

Dremov, V. et al.
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SpectroScopic Signature of aging in δ-pu(ga)
J. G. Tobin, S.-W. Yu, B. W. Chung 

Lawrence Livermore National Laboratory, Livermore, CA, USA 94550

The electronic structure of Pu is briefly discussed, with emphasis upon aging effects.

Introduction: Pu Electronic Structure
Photoelectron Spectroscopy [1,2] and X-ray Absorption Spectroscopy [2,3,4] have contributed greatly to 

our improved understanding of Pu electronic structure (Figure 1). From these and related measurements, the 
following have been determined:

1. The Pu 5f spin-orbit splitting is large.
2. The number of Pu 5f electrons is 5.
3. The Pu 5f spin-orbit splitting effect dominates 5f itinerancy.

Past Method: Resonant Photoemission
Resonant Photoemission, a variant of Photoelectron Spectroscopy, has been demonstrated to have a sensitivity 

to aging in Pu samples (Figure 2). The spectroscopic results have been correlated with resistivity measurements 
and shown to be the fingerprint of mesoscopic or nanoscale internal damage in the Pu physical structure.  This 
means that a spectroscopic signature of internal damage due to aging in Pu has been established [5].

Tobin, J. G. et al.

Figure 1.  X-ray absorption 
spectra (XAS) of alpha-U 

and alpha-Pu

Figure 2.  Resonant 
photoemission of young 
and aged delta-Pu
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Discussion: Present State 
Significant questions remain concerning the nature of Pu electronic structure.  Perhaps, the missing piece 

of the puzzle is the direct experimental determination of the unoccupied electronic structure using high-energy 
inverse photoelectron spectroscopy (Figure 3) or Bremstrahlung Isochromat Spectroscopy (BIS) [6]. 

Figure 3.  Schematic of the inverse photoelectron process. KE is kinetic energy of the incoming electron,  θ is the work function, HF is the energy of the state relative to the 
Fermi Level, and hv is the energy of the emitted electron. A defining characteristic of IPES/BIS is that hv ≈ KE.

Past BIS studies of Th and U indicate the feasibility and utility of Pu studies [7], as confirmed by our simulations 
shown in Figure 4 [6].

Figure 4.  This is a comparison of an earlier BIS measurement by Baer and Lang [7] of uranium with a simulated Density of States generated by starting with a calculation 
by Kutepov (in red) [4], which is the truncated at the Fermi Energy (only unoccupied states can contribute to BIS) and then smoothed to reflect broadening from the 

instrumental band-pass (in black) [8]. Top:  Experimental BIS result of Baer and Lang. Bottom: Red: DOS calculations by A. L. Kutepov; 
Black: DOS calculation times inverse Fermi function, with some

 instrumental broadening [8].

Tobin, J. G. et al.
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Conclusions: Future Directions
A new BIS capability has been developed in our laboratory [6] (Figure 5). Electron stimulated emission of 

photons has been carried out using the XES-350 monochromator and detector system.  

Figure 5.  Left: Sketch for BIS and spin resolved photoelectron spectroscopy 
(SRPES) experimental setup installed recently at Lawrence Livermore National 
Laboratory for the electronic structure study of actinides. For BIS, the detection 
of the photons is performed with the XES-350 monochromator and multi-
channel detector. For SRPES, unpolarized light hits sample at an angle of 45 
degrees with respect to the surface normal. The energies and the spins of the 
normally emitted photoelectrons are analyzed by hemispherical electron 
energy analyzer and Mott detector, which has a thorium target operated at 
25 keV with Sherman function of 0.16 ± 0.04, respectively. Two transversal spin 
components PX and PY can be measured in Mott detector simultaneously. Right: 
X-ray Emission Spectroscopy (XES) of Cu using an electron excitation beam of                 
E = 3000eV.
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Modeling the Aging And ReliAbility of SoldeR JointS

E. A. Holm, M. K. Neilsen,  P. T. Vianco,  A. C. Kilgo
Sandia National Laboratories, Albuquerque, NM 87185-1411 USA

Thermal-mechanical fatigue failure of solder joints is an important reliability issue for electronic circuit 
boards. In this article, we present a unified creep plasticity model for the cyclic deformation and failure 
of eutectic Pb-Sn solder joints; this model uniquely includes the effect of the coarsening microstructure 
on local softening and failure. After a crack initiates, we apply a smeared crack model to simulate crack 
propagation to an electrical open condition. Both the crack initiation and propagation models are 
validated using experiments on test vehicle circuit boards. The results of this work can be used in the 
design of new circuit boards and in the analysis of existing circuit boards.

Introduction
In the circuit boards that pervade modern electronic systems, low melting point solder materials provide the 

mechanical and electrical connections between the electronic components on the surface of the board and the 
board itself. Because solders perform at a significant fraction of their melting temperature, their microstructure 
may evolve during service. Furthermore, differential thermal expansion between the electronic components and 
the board substrate can place the solder materials under considerable mechanical strain. Finally, typical circuit 
boards undergo some form of thermal cycling, whether day/night, on/off, or seasonal, which results in the solder 
joints experiencing thermal-mechanical fatigue. 

Typical solder joint failures entail a feedback loop between microstructural evolution and mechanical response. 
As local strain increases, the microstructure coarsens, which in turn weakens the material locally, driving strain 
up further. Thermal-mechanical fatigue leads to cracking and finally an open circuit. Typical circuit boards 
may contain thousands of solder joints, and even one failure can render a circuit board inoperable. Our internal 
estimates suggest that as many as 48% of electronics failures are due to solder joint failure. Clearly, solder joints 
are a significant reliability issue, particularly as systems are asked to serve beyond their initial design lifetime or 
in new, fine-pitch systems where less solder is asked to support more strain.

In order to predict the reliability of both new circuit board designs and existing components, we have developed 
a suite of models for the aging and failure of solder joints under thermal-mechanical fatigue conditions.

Thermal-Mechanical Fatigue Model
Unified Creep Plasticity Model

Typical approaches [e.g., 1,2,3] for modeling the response of eutectic Sn-Pb solder joints to thermal-mechanical 
fatigue involve developing finite element models of components with intact solder joints, subjecting these models 
to one or a few thermal cycles and making lifetime predictions based on some failure criterion. We use this basic 
framework, but develop our model and our failure criterion with the feedback loop between microstructural 
coarsening and mechanical response explicitly represented.

For objectivity, our solder model is written using the unrotated Cauchy stress, σ, and unrotated deformation 
rate,  [4,5]. For small elastic strains, the total strain rate, , can be additively decomposed into elastic, , and 
inelastic (creep + plastic), , parts as follows:

Holm, E. A. et al.
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                                                                                                                              (1)

We also assume that the elastic response is linear and isotropic such that the stress rate is given by

                                                                                                                              (2)

where E is the fourth-order isotropic elasticity tensor.  The inelastic strain rate is given by

                                  (3) 

where γ̇ is a scalar measure of the inelastic strain rate, θ is the temperature in Kelvin. f, p, m, and α are material 
parameters. λ is a scalar measure of the microstructural coarsening [6] and represents the average diameter of 
the Pb-rich phase particles. λo is the initial lead-rich phase diameter.  n is the normalized stress difference tensor.

                                                                         (4)

s is the stress deviator, B is the second-order back stress tensor, and τ , the vonMises effective stress difference, 
is given by

                                                                                                                              (5)

Evolution of the state variable c, which describes the isotropic hardening and recovery, is given by

                                                                                                                              (6)

where A1, A2, and A3 are material parameters.  Evolution of the state tensor B (back stress) is given by 

    

                                                                   (7)  

where A4, A5, and A6 are material parameters.

The effects of coarsening on the strength are given by the following Hall-Petch type relationship 

                                          (8)

where A7, and A8 are material parameters. Microstructural coarsening (evolution of the Pb-rich phase particle 
diameter) is given by [6]

                                          (9)

where A9, and A10 are Arrhenius functions of temperature and A11 is a material constant. 

Holm, E. A. et al.
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Table 1 lists the material parameters currently used for eutectic Sn-Pb solder. Note that flow rate, f, is not 
restricted to be an Arrhenius function of temperature, and instead the user is free to prescribe the variation in the 
natural log of f as a function of temperature. 

Fatigue Lifetime Predictions
To generate a thermal-mechanical fatigue lifetime prediction, we subject an intact solder joint to one or a few 

thermal cycles, using the model described above implemented in Sandia’s JAS3D finite element code. Because 
solder does not exhibit a significant amount of strain hardening or recovery, it quickly reaches a steady state 
in which the strain rate history is constant per cycle. This allows us to forward-integrate the microstructural 
coarsening rate in order to predict the coarsening parameter λ for the desired number of cycles [7]. We use the 
microstructural coarsening per cycle in the “worst” solder element to extrapolate the number of thermal cycles 

required for the coarsening parameter λ to reach a critical 
value λc. When λ = λc, we predict crack initiation in the 
solder joint.

Figure 1. Comparison of solder lifetime model predictions (diamonds) with 
experimental results for crack initiation (circles) and electrical open (squares) in ten 
different solder joints on a test vehicle circuit board.

We validated this approach by comparing our predicted 
lifetimes (with λc = 6 µm) to an experimental data set of ten 
different solder joints (surface mount, flat pack, ball grid 
array, and column grid array) on a test vehicle circuit board 

subjected to thermal-mechanical fatigue conditions. Both crack initiation and electrical open were observed for 
each solder joint in the experimental system. Figure 1 shows that our model reproduces the experimental results for 
crack initiation with good fidelity. (The exceptions were components 8 and 9, where mesh issues were subsequently 
identified and corrected.) This is particularly impressive because this was a blind study; the experimental results 
were not known at the time the model predictions were made.

Holm, E. A. et al.

* ln(f ).  f is in Equation 3.

Table 1.  Material parameters for Sn63-Pb37 solder
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Fracture Model
The experimental results shown in Figure 1 clearly show that crack initiation precedes an electrical open 

failure, often by thousands of cycles. Because the circuit board generally performs properly until that higher limit 
is reached, a useful lifetime prediction is the number of cycles to electrical open, which requires modeling not 
only crack initiation (described above) but also the fracture process.

There are a number of approaches to modeling fatigue fracture [8,9,10]; we take a new strategy that combines 
our crack initiation model with a diffuse crack propagation model. 

Crack Model
Fracture propagation is a challenge to capture in a finite element model due to stress singularities and nonlinear 

behavior. However, solder joint cracks are typically rather diffuse (not a single crack with a sharp crack tip). This 
allows us to attempt a smeared crack approach. In this model, when the microstructural parameter of an element 
reaches the critical value λc, the constitutive response of the solder material is changed to that of a weak (very 
flexible) elastic material, with a Young’s modulus 
equal to 1/100 of the modulus of intact solder. Once 
the material is cracked, it is not allowed to change 
back. This dramatic change in element mechanical 
response changes boundary value problem; however, 
no remeshing is required because there is no numerical 
instability due to introduction of a discrete crack.

Figure 2 shows a crack propagation sequence for 
a surface mount solder joint. The crack initiates in the 
underfill at 600 thermal cycles. It then propagates across the underfill by 1200 cycles, bifurcates along the substrate 
and up the component at 2800 cycles, until an open circuit is reached at 7500 cycles. This example illustrates that 
a solder joint may have considerable useful service life remaining after cracking has begun.

Fracture models often have mesh dependence issues. We tested the effects of mesh refinement on cracking 
predictions and found that the cycles to generate an electrical open are sensitive to mesh refinement. For example, 
the predicted cycles to generate an electrical open decreased from 9100 cycles with the coarsest mesh to 7100 
cycles when the solder element edge length was decreased by a factor of eight. Thus, lifetime predictions are 
somewhat sensitive to mesh refinement; in fact, crack initiation predictions are much more sensitive to mesh 
refinement than the predictions for cycles to generate an electrical open.

Experimental Validation
The fracture propagation model was validated against experimental observations of cracking in a surface 

mount solder joint on a test vehicle circuit board. As shown in Figure 3, the cracking simulations predicted cracks 
starting in the underfill after 500 cycles, followed by cracks 
starting near the upper outer corner after 1000 cycles (note 
that in the model images the front face is a symmetry plane, a 
mid-surface, and in the experimental images below the front 
face is an outer surface). Open circuit failure, which occurs 

Figure 3.  Model predictions for fracture of a surface mount solder joint compared with 
experimental observations. Arrows indicate crack comparison features.

Holm, E. A. et al.

Figure 2.  Crack propagation in a surface mount solder joint. The color scale shows 
the normalized microstructural parameter, with red indicating the critical (failure) 

value λc. White elements are cracked.
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when the two cracks link up in a continuous crack, is observed at 1500 cycles. These results are in good agreement 
with experimental observations, with respect to both crack location and temporal evolution.

Conclusions
We have developed a suite of models to predict the lifetime of solder joints subjected to thermal-mechanical 

fatigue in electronic circuit boards. The unified creep plasticity model predicts both mechanical response and 
thermal cycles to crack initiation. The smeared crack model predicts crack propagation and thermal cycles to an 
electrical open. Both models are in good agreement with validation experiments on test vehicle circuit boards. In 
concert, these models predict the lifetime of solder joints in a quantitative manner that may be used to design new 
circuit boards or to analyze existing components.

Acknowledgements
     This work was supported by Sandia National Laboratories. Sandia is a multi-program laboratory operated by 
Sandia Corporation, a Lockheed Martin Company, for the United States Department of Energy under Contract 
DEAC04-94AL85000. 

References
1]  A. E. Perkins and S. K. Sitaraman, Solder Joint Reliability Predictions for Multiple Environments (New York, NY, Springer, 

2008).

[2]  Q. Zhang, A. Dasgupta, D. Nelson, H. Pallavicini, “Systematic Study on Thermo-Mechanical Durability of Pb-Free Assemblies: 
Experiments and FE Analysis,” ASME J. Electron. Packag. 127 415 (2005).

[3]  R. Darveaux, “Effect of Simulation Methodology on Solder Joint Crack Growth Correlation and Fatigue Prediction,” ASME J. 
Electron. Packag. 124 147 (2002).

[4]  G. C. Johnson and D. J. Bammann, “A discussion of stress rates in finite deformation problems,” Intl. J. Solids Structures 20 
725 (1984). 

[5]  D. P. Flanagan and L. M. Taylor, “An accurate numerical algorithm for stress integration with finite rotations,” Comput. Meth. 
Appl. Mech. Engin. 62 305 (1987).

[6]  P. T. Vianco, S. N. Burchett, M. K. Neilsen, J. A. Rejent, D. R. Frear, “Coarsening of the Sn-Pb solder microstructure in 
constitutive model-based predictions of solder joint thermal mechanical fatigue,” J. Electron. Mater. 28 1290 (1999).

[7]  M. K. Neilsen, P. T. Vianco, A. C. Kilgo, E. A. Holm, “A capability to model crack initiation and growth in solder joints,” to 
appear in Proceedings of IPACK2009 IPACK2009-89230 (2009). 

[8]  P. Towashiraporn, G. S. Subbarayan, C. S. Desai, “A hybrid model for computationally efficient fatigue fracture simulations at 
microelectronic assembly interfaces,” Int. J. Solids Struct. 42 4468 (2005).

[9]  D. Bhate, D. Chan, G. Subbarayan, L. Nguyen, “A nonlinear fracture mechanics approach to modeling fatigue crack growth in 
solder joints,” ASME J. Electron. Packag. 130 021003 (2008).

[10]  L. J. Ladani and A. Dasgupta, “A nonlinear fracture mechanics approach to modeling fatigue crack growth in solder joints,” 
ASME J. Electron. Packag. 130 011008 (2008).



I-15

Aging of  MATERIALSAging of   MATERIALS

I-15 Sirenko, V. S. et al.

PolyMeR MAteRiAl theRMAl decoMPoSition Model 
with intenSive decoMPoSition AReA

V. S. Sirenko, E. A. Egorova
All-Russia Research Institute of Automatics (VNIIA),

22 Suschevskaya Str., Moscow, 127055, Russia
Author Contact: vniia@vniia.ru

The paper describes the mathematical model with the stable temporal attributes in the broad temperature 
range describes thermogravimetric curves for polyurethane polymers and fiber-glasses obtained at 
constant heating rates in the range 5-100 °С/min in inert atmosphere.

Introduction
In the design of protection structures applied in different areas of technology, including those in the extreme 

thermal environment, such polymer materials as polyurethane foams and glass-epoxy resins can be used. 
Experimental research of thermal decomposition for these materials in the dynamic heating mode and development 
of its mathematical model are very interesting from the standpoint of the “protection structure – hazardous cargo” 
system fire protection.

Polymer thermal decomposition at intensive heating is a complex physical and chemical process [1-4]. For 
its mathematical description, well-known relations of activation (Arrhenius) type are often appleid. However, 
in this case, it is impossible to describe precisely the area of the material intensive thermal decomposition. For 
example, Z, E, n parameters of the thermal decomposition models for fiber-glass with epoxy matrix (FGEM), 
built at VNIIA based on experiments according to the traditional methods with two- (n =1) and three-parameter 
Arrhenius expressions, depending on the conversion degree, temperature, and heating rate, are instable:

Z (pre-exponent) – over five orders of magnitude;
E (activation energy) – over four times;
n (reaction order) – approximately twice.

To build a model precise enough to predict material behavior in the real operating environment, an approach 
is applied based on the application of the activation type relation set. The calculations related to the determination 
of the model parameters, to the increase of their number, are getting closer to the experimental data; however, they 
do not give any physically justified values of the activation energy and pre-exponent multiplier [1,2].

This paper demonstrates the possibility to build polymer and composite thermal decomposition models, 
including weight loss models, on principles that consider both chemical and physical nature of the process.

For this purpose, we used a complex of experimental methods: thermal gravimetric analysis (TGA), IR-
spectroscopy (FTIR), gas chromatography (GC), and mass spectrometry (MS) in different combinations.

Material Thermal Decomposition Model 
The analysis of the experimental data showed that the polyurethane foam (PUF) and FGEM thermal 

decomposition in the nitrogen atmosphere could be split into three areas. Each area can be identified as:
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• Polymer activation decomposition;
• Polymer stability loss and quick char formation;
• Slow decomposition of the char residuum.

Each area according to its mechanism requires its own mathematical description. The content of solid residuum 
in the sample for each area has the following values:

100 % to 95 % – polymer decomposes according to the active mechanism;
95 % to 40 % – decomposition of instable organics;
40 % to 0 % – decomposition of char.

For the first area, the best correlation between the calculation and experimental data is observed in the case of 
the application of the activation processes mathematical description. The value of the activation energy for this 
area, calculated via the standard kinetic model, for the polyurethane foam lies below 100 kJ/mole. The presence 
of this area is especially important for describing processes with low heating rates (≤1 °С/min).

The area of the sharp sample weight loss is explained by the rapid decomposition of the organic polymer due 
to the loss of its thermodynamic stability. In this case, the value of the standard C-C and other bonds that break 
the barrier in the polymer is of the same order with the value of the molecular thermal motion energy, and the 
process occurs via the mechanism similar to the boiling mechanism [5]. This process occurs in a relatively narrow 
temperature band, and its rate depends on the deviation from some certain typical temperature (the temperature 
of stability complete loss) [1,5].

The loss of the condensed system weight during the heating is accompanied by the physical processes 
(evaporation and boiling of components that have appeared as the result of reaction) that do not change the 
chemical composition. We will determine the correlation between them at different heating modes.

The increase of decomposition product concentration at the assumption of no interaction between them can be 
expressed in the form of the total differential [5]:

                                                                    .

The first item reflects the change of concentration as the result of kinetic processes—chemical reaction and 
evaporation from the surface of the condensed system; the second item reflects the change of concentration as the 
result of the phase transfer. When heating with constant rate b = dT/dt (this mode is typical for thermo-analytical 
tests and occurs in the front processes of thermal decomposition near the heating surface), the concentration 
change rate is:

                                                              .

Thus, at a small heating rate, the second item that contains b as the factor is insignificant, and the weight loss 
in the condensed system depends mostly on the reaction kinetics and decomposition products’ evaporation in the 
condensed system. On the other hand, at high heating rates, the second item is much greater than the first one, 
and the weight loss occurs mostly due to the phase transfer—the decomposition products’ boil-off. This process 
is connected to the nucleation and filtration of the boil-off products through the condensed system [1].

The relation between the weight loss and temperature is derived using simple transformations from the 
following assumption. The polymer decomposition rate in the “diffused” phase transfer is proportional to the 

Sirenko, V. S. et al.
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relation  , where  T0 is characteristic temperature and T is the polymer current temperature. This relation is 
proportional both to the solid residuum weight loss and the vapor and gas products’ weight gain, so:

                                             ,

where mt - is the current sample weight, m0  is the initial sample weight.

Since the max value of the process rate is achieved in the area of weight loss close to 50%, to describe the 
process we used the intensive thermal decomposition expression, where the temperature of the 50% sample 
weight loss is considered the typical temperature. In this case, the weight loss can be described as follows:

                                                       ,  (1)

where m - is the relative weight loss   is the constant for this material.

The process time relation is introduced indirectly through the heating rate:

                                 ,              (2)
where T is the temperature;

 is the temperature at the beginning of the experiment;
τ is the experiment time;
v is the heating rate.

The analysis of the char residuum decomposition demonstrated that in the applied temperature range it does 
not show a clear activation nature. This process mostly depends on other factors (probably its rate is limited by 
the surface of the pore structure, diffusion controlled processes, etc.).

Processes like this with a complex interior nature are well described with an expression, the parameters of 
which depend on the fractal dimensions of the object [6]. The expression of the stretched exponent law (the 
Kohlrausch expression) or similar more general Erofeyev-Kolmogorov expression is as follows:

                                                   ,  (3)

where k is the constant for this material is the topological similarity coefficient of integral process to the elementary 
stages and C is the value on which the process rate depends, and generally has the form of an Arrhenius expression.

Parameters of the model that includes above-mentioned expressions were assessed using the experimental 
termogravimetric cures with the linear regression method.

Thermal Decomposition Model Parameters
During the experiment result processing, we obtained the parameters of chemical kinetics expressions 

(according to Arrhenius) and also redeveloped the computer models of sample weight loss in thermal decomposition 
depending on the temperature; as the main parameter, we used the temperature corresponding to decomposition 
of 50% of fiberglass.

Sirenko, V. S. et al.
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      The results of parameter calculation according to the above model are summarized in Table 1.

Table 1. Parameters of the polyurethane foam and fiberglass thermal decomposition model.

As shown in Table 1, parameters T0 and C are the functions of the heating rate. In the ranges used in the 
research, these functions were close to linear. For n and k values, there is almost no relation with the conditions 
of their determination. Their values seem to depend on the chemical nature of the polymers.

The chemical nature of the polymers is reflected on the coefficient values. For example, the presence of 
nitrogen atoms in the polyurethane main chain leads to the reduction of the polymer thermal stability compared 
to epoxy resins, and that is reflected in the lower values of T0. Besides, higher values of n correspond to higher 
decomposition rate.

In the research, we developed a computer model with the SURTGM.EXE software that allows calculation of 
the model parameters and build calculated thermogravimetric relations. Besides, if the thermogravimetric curves 
are available obtained at different heating rates, it is possible to interpolate correctly the calculated relation in the 
rate range 5–100 °С/min. Extrapolation in this model can be correct for the higher heating rates.

As the indicator for adequate description of the experimental data with the nonlinear model, we used the 
multiple correlation coefficient. It was calculated as the correlation coefficient between the experimental and 
calculated values [7].

Figures 1 and 2 demonstrate the graphs of the fiberglass epoxy matrix weight loss calculated relations built 
according to expressions 1 and 3 compared with the experimental curves for heating rates 20 and 50 °С/min.

Sample Heating 
rate, °С/min

Expression parameters coefficient of 
correlation between 

calculated and 
experimental values

1 3

T0 n –n C k –k R(n,k) –n,

PUF 20 386 12.4
13.0

0.671 0.264
0.211

0.9980
0.9929PUF 50 408 13.5 0.943 0.160 0.9974

PUF 100 432 13.1 1.225 0.268 0.9846
FGEM 20 476 10.8

13.2

0.652 0.171

0.194

0.9974

0.9852FGEM 50 489 13.2 0.827 0.165 0.9976
FGEM 100 506 15.5 1.389 0.247 0.9978
FGEM 100 503 14.7 1.361 0.334 0.9953
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Figure 1.  Experimental 
(1) and calculated (2) TGA 

curves at 20 °С/min 
heating rate.

Figure 2.  Experimental (1) and 
calculated (2) TGA curves at 

50 °С/min heating rate.
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Also confirming the assumption of the physical 
nature of the process controlling the polymer 
thermal decomposition, Figure 3 demonstrates 
the TGA experiment curves and its model built 
according to expression 1 only.

The experiment was conducted on the 
thermoplastic polyurethane. During the 
experiment, the melt of the sample in the 
thermoanalytical system pan took an oval shape. 
Figure 3 demonstrates that the experimental 
and calculated (at n = 25.5) curves are almost 
identical in the whole range of weight loss in time 
at linear heating, and that proves the adequacy of 
expression 1 and the initial assumptions of the 
studied process.

Conclusion
The mathematical model was developed capable of describing the PUF and fiberglass thermogravimetric 

curves obtained at constant heating rates in the range 5-100 °С/min in inert atmosphere. The model reflects the 
physics and chemistry of the process in the polymer decomposition front in the small area of the temperature 
range, and the subsequent process of char decomposition. The model parameters reflect the chemical nature of 
the studied polymers.

The model is the result of the available data analysis and may require updating for the other heating rates.
The multiple correlation coefficient between the calculated and experimental values for weight-loss models is 

at least 0.985 for heating rates 5-100 °С/min, and that confirms the adequacy of the material thermal decomposition 
model.
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The physical behavior of epoxy and hybrid epoxy-polyurethane-cyanate-ester foams during 
thermal decomposition in oxygen-deficient environments was examined experimentally. 
Experiments were done with foam samples in a variety of configurations that imposed 
different thermal and physical boundary conditions. Depending on the polymer and the 
physical boundary conditions, samples liquefied and flowed due to gravity, formed a two-
phase (vapor-liquid) material that flowed due to a pressure gradient, or formed a large 
volume of relatively stable char. In closed containers, erosive channeling by hot fluids 
formed complicated three-dimensional foam decomposition zones. The physical behavior 
of the foam significantly impacted radiant heat transfer to foam-encapsulated objects and 
rates at which pressure developed in sealed containers.

Introduction
Organic polymer foams are used frequently to provide thermal, mechanical, and electrical isolation in 

engineered systems. Modeling the response of such systems in fire environments has important applications in 
safety and vulnerability analyses. Thermal damage, due to an incident heat flux, can be important to analyses 
involving foams in oxygen-deficient environments, such as sealed containers. The ability to predict heat transfer 
through thermally degrading foam materials, as well as the ability to predict pressurization of sealed containers, 
can depend strongly on the physical behavior of foam during degradation. Physical behavior depends on thermal 
and physical boundary conditions, initial polymer structure, and chemical mechanisms and kinetics controlling 
decomposition. This paper discusses results from radiant heat transfer experiments that examined heat transfer 
to objects encapsulated in a removable epoxy foam and in a hybrid epoxy-polyurethane-cyanate-ester foam. 
(Both foams were developed at Sandia National Laboratories.) Experiments were done with vented and sealed 
containers.

Experiments were done to provide data for evaluating numerical heat transfer models and to examine the 
physical behavior of the foams during decomposition. During decomposition, the removable epoxy foam liquefied 
and flowed due to gravity or a pressure gradient, and in closed containers, erosive channeling by hot fluids created 
complicated three-dimensional foam decomposition zones. The hybrid epoxy-polyurethane-cyanate-ester foam 
formed a large volume of relatively stable char that fractured in experiments with vented samples but remained 
intact during experiments with sealed samples. Those results had significant implications for modeling [1].

Experiment
To provide data for developing and evaluating numerical heat transfer models, two types of experiments were 

done: (1) Laboratory-scale experiments [2–5] such as TGA-FTIR, DSC, and pyrolysis-GC-FTIR were used to 
evaluate material and chemical properties in governing equations. (2) Separate radiant heat transfer experiments 
[2,3,4] with production-scale samples were done to examine physical behavior of foam during decomposition and 
to obtain data for model evaluation. Discussion of both laboratory-scale and radiant heat transfer experiments is 
beyond the scope of this paper. 

Erickson, K. L. et al.
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This paper focuses on radiant heat transfer experiments done with both vented and sealed samples that were 
8.8 cm in diameter and 6 or 8 cm in length and weighed about 40 g to 60 g. An exploded view of the sample 
configuration is shown in Figure 1a. The assembled unit and thermocouple (TC) locations are shown schematically 
in Figure 1b. The experiment setup and the three sample orientations (upright, prone, and inverted) that were used 
are shown schematically in Figures 2a and 2b, respectively.

In Figure 1a, a partially hollow foam cylinder was enclosed in a metal sleeve, which was sealed at both ends 
by metal plates electron-beam welded to the sleeve. The flat end plate, to be exposed to the heat lamp array, was 
adjacent to the SS316 vent tubes. The opposite unheated plate integrally incorporated a metal mass simulating an 
encapsulated object. The metal mass was inserted flush in the hollow region in the foam cylinder so that the foam 
filled the inside of the container. The sleeve was SS321 tubing, 8.89-cm (3.5-in.) outside diameter and 0.508-
mm (0.020-in.) wall thickness. End plates were SS304L, 9.53 mm (0.375 in.) thick. The interior and exterior 
surfaces of heated plates and interior surfaces of unheated plates, including encapsulated mass, were painted with 
PyromarkTM 2500 series flat black paint. The encapsulated mass was SS304L, was 4.45-cm (1.75-in.) in diameter, 
and consisted of a solid end and a hollow end (Figure 1a). The hollow end fit snugly in the hole in the unheated 
plate and was set flush with (and welded to) the exterior surface of the plate. The encapsulated mass simulated a 
2.54-cm (1-in.) thick solid mass mounted on a 1.27-cm (0.5-in.) hollow mass. 

              

                  (a)                                                   (b) 

Figure 1.  (a) Sample schematic and (b) thermocouple locations (in inches).

Between 19 and 24 thermocouples were used for temperature control, recording temperatures over the 
container’s surface, and recording temperatures inside the encapsulated mass as shown in Figure 1b (note: 
dimensions are in inches). Generally, thermocouples 21 to 24 were omitted. Thermocouples 1–4, 13–16, and 17–
20 were ungrounded, 1.62-mm (0.063-in.) diameter Inconel™-sheathed K-type thermocouples. Thermocouples 
5–12 were ungrounded, 0.81-mm (0.032-in.) diameter Inconel™-sheathed K-type thermocouples. Pressure data 
were acquired using Setra model 206 transducers connected to a vent tube. A pneumatic valve was connected 
to the other vent tube. Temperature and pressure data were recorded at 0.5 Hz using a LabView™-based data 
acquisition system.

               (a)                                                                      (b)

Figure 2. Schematic diagram of (a) experiment set up and (b) sample orientations.
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Seventeen quartz lamps were used to heat samples. Each lamp was 9.53 mm (0.375 in.) in diameter and 25 cm 
(1.0 in.) in length. Each lamp had a maximum power rating of 6 kW. The 17 lamps were spaced 1.8 cm (0.72 in.) 
apart to form an array that was approximately 30 cm (11.8 in.) square. A board of rigid insulation, 2.54 cm (1 in.) 
thick, was placed 3.8 cm (1.5 in.) from the lamps. An 8.9-cm (3.5-in.) diameter hole was located in the center of 
the board. The sample container’s heated plate was located 5.7 cm (2.25 in.) from the lamps, against the underside 
of the insulation board, and aligned with the hole in the board. The plate was heated at a constant rate of 3.33 K/s 
(200 K/min) to hold temperatures that were either 1023 K or 1173 K, after which the temperature of the plate was 
held constant for at least 35 minutes. 

Results
Removable Epoxy Foam (REF) – Vented and 

Sealed Samples
Results from radiant heat transfer experiments with vented samples of REF are shown in Figure 3. For heated 

plate temperatures of 1023 K and 1173 K, Figure 3 shows temperature versus time data that were recorded from 
the thermocouple (TC 18) located 0.76 mm (0.030 in) below the center surface of the encapsulated metal mass 
(Figure 1b). Data are shown for samples in upright, inverted, and prone orientations. 

If the REF had behaved consistently, the results from TC 18 for all sample orientations should have been 
similar, including sample-to-sample variations. However, the temperature data showed substantial variation 
between sample orientations, and variations between replicate samples were more than desired. Data from 
samples in the prone orientation appeared anomalous since the heated plate temperature had little effect on the 
temperature at TC 18, which was significantly different from the results of the upright and inverted orientations. 
Postmortem examination indicated that samples liquefied and flowed during decomposition, which appeared 
to cause formation of bubble-like structures that varied in shape and volume depending on sample orientation 
[2]. The structures were a likely cause of sample-to-sample variations in the experimental data, as well as the 
apparently anomalous results from samples in the prone orientation.

Preliminary experiments with sealed samples of REF were done with shorter samples (about 6 cm in length), 
and the encapsulated mass was omitted. In these experiments, erosive channeling was observed and resulted 
from hot gases penetrating along the side of the sample container. Heat transfer between hot vapors and foam 
caused decomposition of the foam in contact with the vapor phase, as well as condensation of vapors. In the 
upright orientation, channeling appeared to promote movement of the condensed phase away from the heated 
plate (Figure 4a). In the inverted orientation, channeling appeared to cause the condensed phase to remain in close 
proximity to the heated plate (Figure 4b). The result was that the pressure increased much faster in the sample in 
the inverted orientation than in the sample in the upright orientation (Figure 4c).

Figure 3.  Results from radiant heat transfer experiments with vented samples of REF.
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                                 (a)                                            (b)                                            (c) 
Figure 4.  Sealed REF samples: (a) upright, (b) inverted, and (c) pressure comparison.

Hybrid Foam – Vented and Sealed Samples

The most relevant results from the heat transfer experiments with vented samples of hybrid foam are shown 
in Figure 5. For heated plate temperatures of 1023 K and 1173 K, Figure 5 shows temperatures recorded from the 
thermocouple (TC 18), located 0.76 mm (0.030 in.) below the center surface of the encapsulated mass (Figure 1b), 
for samples in upright, inverted, and prone orientations.

If the hybrid foam had maintained its original integrity, the results from TC 18 for all sample orientations 
should have been similar, including sample-to-sample variations. However, the temperature data showed 
substantial variation between sample orientations, and variations between replicate samples was more than desired. 
Postmortem examination of samples indicated that the samples fractured during three-dimensional decomposition. 
Between samples, the fractures varied significantly in size, number, and location. The temperatures measured by 
TC 18 appeared to be qualitatively consistent with the fracture patterns observed in the respective post mortem 
pictures, illustrated in Figure 6 (prone orientation) and discussed in detail by Erickson et al. [4]. 

A few experiments were done with sealed samples, in which the pressure increased rapidly (Figure 7a), and 
the containers failed or were vented before the temperature of the encapsulated object increased appreciably. 
However, the foam did not fracture, and the pressure results from upright, inverted, and prone orientations were 

HC Foam 14                                           HC Foam15                                    HC Foam 16                                          HC Foam 17

Figure 5.  Results from heat 
transfer experiments with 

vented samples of 
HC Foam.

Figure 6.  Postmortem 
pictures from vented 

samples in prone 
orientation.
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very consistent [4]. To obtain additional data, experiments were done using samples made with a 1.9-cm shorter 
sleeve. Pressure and temperature results are shown in Figures 7b and 7c, respectively, for replicate samples in the 
upright orientation. Results were very consistent. 

Conclusions
The physical behavior of removable epoxy and hybrid epoxy-polyurethane-cyanate-ester foams during thermal 

decomposition in oxygen-deficient environments was examined experimentally. Depending on the polymer and 
physical boundary conditions, samples liquefied and flowed due to gravity, formed a two-phase (vapor-liquid) 
material that flowed due to a pressure gradient, or formed a large volume of relatively stable char. In sealed 
containers, erosive channeling by hot fluids formed complicated three-dimensional foam decomposition zones. 
The physical behavior of the foam significantly impacted heat transfer to foam-encapsulated objects and the rate 
at which pressure developed in sealed containers. Current and future work will examine pressure generation in 
sealed systems containing TDI- and PMDI-based polyurethane foams, both of which liquefy and flow during 
decomposition. That work involves additional radiant heat transfer experiments, as well as collaborative work 
involving detailed examination of polymer decomposition mechanisms and evolved gas-phase products [6].
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A series of validation experiments and analyses has been performed to assess the predictive 
capability of thermal response models for objects embedded in Removable Epoxy Foam 
(REF) and in a newly developed hybrid epoxy-polyurethane-cyanate-ester foam. An 
overview of the mathematical model formulation and specific assumptions applicable 
to each of these foams is discussed. The modeling assumptions and simplifications are 
described and assessed in light of experimental data. Typical quantitative comparisons of 
model predictions and experimental data are presented. 

Introduction
In many applications, foams are used to provide structural and thermal protection to components in systems. 

The thermal/chemical/mechanical response of these systems in fire environments is highly dependent on the 
decomposition behavior of these foams. Understanding the chemical decomposition, thermal response, and 
mechanical response of closed systems due to pressurization is important in assessing safety in these systems. 
An overview of the thermal response comparisons done to quantify the accuracy of numerical models for safety 
applications in abnormal thermal environments is presented. This validation assessment focuses on the heat 
transfer to an object embedded in thermally decomposing polymer foams. Future experiments are being designed 
to assess numerical models for pressurization and mechanical loading. An overview of the experimental setup is 
provided in a companion paper [1]. 

The thermal response of an embedded object depends on both the thermal conditions within the container 
and the physical behavior of the foam during decomposition. Several different formulations of foams have 
been considered in this program; removable epoxy foam (REF) and hybrid epoxy-polyurethane-cyanate-ester 
foams were two formulations. The physical behavior of these foams is strongly dependent on the thermal and 
physical conditions, the polymer composition, the decomposition kinetics, and the gas environment (vented or 
sealed). Previous studies have characterized the decomposition processes for these foams. Because the underlying 
decomposition processes are significantly different for these two foams, different physical models are needed to 
represent the underlying physics.  

Numerical Model Description
Most of the calculations to support safety analyses are done with the Calore computer code, which deals 

with heat conduction, chemical reaction, and enclosure radiation [2]. It does not explicitly account for some of 
the differentiating physics observed in decomposing foams. An overview of the mathematical formulation of the 
numerical model, with particular implementation details for each of the different foams, follows. 

The energy transport within the foam, container, and embedded component is dominated by conduction and 
is given by 
             (1)
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where T is temperature, k is the thermal conductivity,  ρ is the density,  Cp is the specific heat, qr is the participating 
media radiative flux, and t is time. The volumetric energy term Qc accounts for the energy associated with chemical 
kinetics of the decomposing foam. The energy transport due to radiation through transparent enclosures is coupled 
to thermal conduction through (flux) boundary conditions. Separate, coupled mathematical equations describe 
chemical kinetics and radiative transport. Convection and foam liquefaction and flow are both neglected in this 
model.

Chemical kinetics for both REF and hybrid foam were experimentally determined [3,4]. The kinetics for both 
are expressed in an Arrhenius form. The chemical reaction process is coupled to thermal conduction through a 
volumetric energy term represented by the product of the reaction rates and the overall heat of reaction for each 
reaction.  

Thermal decomposition was experimentally shown to depend on whether the decomposition products remain 
local to the decomposing foam, Erickson [5]. This behavior was characterized using a “confinement” parameter 
to correlate the chemical kinetics to the measured behavior in TGA experiments with and without a vented cap. 
In the foam-in-can (FIC) experiments, the actual confinement conditions are not known, so its value was varied 
from unconfined to partially confined chemistry to bound this effect. The details and rationale for this approach 
are given by Hobbs [3,6].

Radiative Transfer in Decomposing Removable Epoxy Foam

In the conceptual model for decomposing REF, the foam is assumed to transition from a solid-phase directly 
to a gas-phase, leaving a void occupying the volume of the original solid-phase foam. Based on this concept, the 
energy transport was assumed to be dominated by radiation through the nonparticipating volume that evolved 
as the foam decomposed. Radiative transport between the surfaces bounding the void volume was computed 
using the net-radiation formulation for enclosures with diffuse and gray surfaces [7]. This procedure for evolving 
an enclosure is implemented in a finite element code by removing elements representing foam material from 
the thermal conduction equations once the solid mass-fraction computed from the chemical kinetics is below 
a specified lower-threshold value and is referred to as “element death.” Radiative fluxes are coupled to the 
conduction equation as boundary conditions [2].

Subsequent experiments provided additional insight into the physical behavior of decomposing REF [5,8]. 
Real-time x-ray diagnostics showed that the foam liquefied, flowed, and appeared to bubble or froth during 
decomposition. Post-test inspections reveled that several very thin, crust-like, layered structures had solidified 
within the void created by the foam decomposition [1,5]. It is unclear if these formed during the heating and 
decomposition process or if they formed during the post-test cool-down period. In either case, the presence of 
these structures (either the bubbles or the solidified structures) would impact the radiative heat transfer, and their 
presence is inconsistent with the modeling assumption of a transparent, nonparticipating void.  

Radiative Transport in Decomposing Hybrid Foam

The development of the hybrid foam was motivated by the desire to improve the consistency and predictability 
of the physical behavior during decomposition, as well as to decompose in a way that is more amenable to 
analysis with Sandia conduction-based computer codes. The desired characteristics of this foam are to decompose 
predictably with minimal mass loss or overall shrinkage and leave a char structure occupying the entire volume.  
The foam analyzed in this work was developed with these objectives [4].

Experiments on the hybrid foam have shown that as it decomposes, it leaves a nearly-uniform char structure 
with minimal bulk shrinkage, but with some cracking. Based on these observations, the mathematical model for 
radiation transport within the foam treated the decomposing foam as a participating media. Optical measurements 
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of the unreacted foam determined that the foam behaved as an optically thick participating media. Consequently, 
radiative transport was modeled using a diffusion-based approach that easily integrated into the conduction 
equation. The effective conductivity can be expressed in terms of the radiative scattering coefficient and absorption 
coefficient [7]. The radiative properties were determined from transmittance and reflectance measurements over 
several wavelengths and a two-flux radiation model with isotropic scattering [9]. In principle, a highly charring 
foam has the advantage that material properties can be determined for both the initial, unreacted material and 
for the final char material, which permits interpolation of properties based on extent of reaction during the 
decomposition. Additional details regarding this approach can be found in Erickson [10].

Results from Initial Radiant Heat Transfer Modeling
An overview of the comparisons of the initial numerical simulations with experiments follows. Detailed 

comparisons of model predictions and experimental data are beyond the scope of this paper, but can be found 
in [1,4,8,10]. In comparing the model predictions and the measured temperature response, it is important to 
recognize two primary modeling assumptions and simplifications. First, the tests were conducted with the FIC unit 
in three different orientations, which affect the foam response during decomposition. The numerical model has 
no dependence on orientation of the test device because it neglects convection and flowing liquids. Consequently, 
the model cannot be expected to predict or resolve any dependence on orientation. Secondly, no mass transfer of 
foam products of combustion is explicitly considered in the model. The effects of mass transfer on the chemical 
reaction rates were determined through TGA experiments and are included in the model using the “confinement” 
parameter previously mentioned. The effect of this simplifying modeling approach is evaluated by varying this 
parameter as part of comparing model predictions and measured data.  

Comparison for Decomposing Removable Epoxy Foam

Figure 1 shows a comparison of model predictions and measured temperature responses of the thermocouple 
(TC 18) at the top center of the embedded component [1] for both partially confined and unconfined chemistry. The 
model predictions using the partially confined chemistry model responded more slowly than the response measured 
in the experiments. The predictions using 
the unconfined chemistry model responded 
more rapidly than the response measured in 
the experiments. For these predictions (both 
chemistry models), nominal values were used 
for all the other parameters. Consequently, the 
model predictions at the limits of unconfined 
and partially confined chemistry parameter 
basically bound the experimental data. This 
indicates that the model is sensitive to the 
confinement parameter, which is related to 
the mass transfer of decomposition products 
within the gas phase. 

Figure 1.  Thermal response for REF foam with 
1023 K and 1173 K heated plate temperatures and 

upright and inverted orientations [4,7].

Hogan, R. E. et al.



I-28

Aging of  MATERIALS

I-28

Aging of  MATERIALS

Hogan, R. E. et al.

In some configurations, the temperature response of the model surpasses the temperature response of the 
experiment late in time. For the unconfined chemistry, there is also a different shape to the measured and predicted 
response curves. In particular, the measured temperature responses are concave downward, while the predicted 
temperatures are concave upward. These differences may be a result of modeling assumptions or relevant physics 
missing in the model. Recall that foam liquefaction, natural convection, participating media radiation, and the 
evolution of residue structures were not included in the numerical model. The applicability of enclosure radiation 
through a transparent void needs to be revisited in light of the solidified structures observed in post-test inspections. 
The uncertainty in the model due to chemistry will be accounted for in future analyses by varying the range of the 
confinement parameter.

Comparison for Decomposing Hybrid Foam
Experimental and initial modeling results for the hybrid foam are compared in Figure 2. For a heated plate 

temperature of 1023 K (Figure 2a), the data for samples labeled HC4 and HC12 represent the lowest and highest 
temperature responses from TC 18, respectively. Predicted results are shown for the case of conduction only and 
for the case of conduction and radiation (diffusive approximation). In the case of conduction only, the simulation 
under-predicts all of the experimental results. In the case of conduction and radiation, the simulation predicts 
results between the lowest and highest temperature responses from TC 18 for times after about 18 minutes. For a 
heated plate temperature of 1173 K (Figure 2b), the data for samples labeled HC2 and HC14 represent the lowest 
and highest temperature responses from TC 18, respectively. Again, predicted results are shown for the case of 
conduction only and for the case of conduction and radiation (diffusive approximation). In the case of conduction 
only, the simulation under-predicts all of the experimental results. In the case of conduction and radiation, the 
simulation predicts results that are between the experimental data for HC2 and HC14 for times after 11 minutes.

Conclusions
A brief overview of modeling capabilities for REF and hybrid foam decomposition has been presented. 

Mathematical models and simplifying assumptions for each of these foams have been discussed, and comparisons 
of predicted results with experimental data have been presented. Model developments for predicting pressure 
in sealed containers is on-going and deferred to a later publication. Activities to characterize these foams, as 
well as other candidate formulations are on-going in support of potential future applications. In addition to the 
heat transfer within decomposing foams; gas generation, pressurization, and mechanical response are topics of 
increasing attention in the future. Specifically, research is under way to quantify the uncertainty in pressure 
generation as a result of modeling assumptions/simplifications and numerical inaccuracies. 

                                (a)                      (b)

Figure 2.  Thermal response for hybrid foam with heated plate temperature of (a) 1023 K and (b) 1173 K in upright (HC4) 
and inverted (HC12) orientations [10].
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This paper represents presents an engineering method for estimation of mineral oil 
compatibility with the design materials of a neutron generator that was designed on 
the basis of previous experimental research, information on operational failures, and 
information received from scientific and technical literature. 

Introduction
For many decades, mineral oil has been used for electrical insulation in high-voltage installations, mainly, in 

electrical transformers [1,2,3]. By now a great amount of experimental information has been devoted to research 
on mineral oil – transformer design materials system aging is accumulated all around the world. In neutron 
generators with oil insulation, designed by VNIIA, the set of design materials in contact with oil is significantly 
wider and differs from materials used in transformers. There is a considerable difference in working conditions  
– in contrast to power transformers, the average working life of generators constitutes, on the whole, just about 
5 years, and the operating time is approximately from 100 to 200 hours. Permanent design improvements and 
materials substitution with  parallel compatibility researches are necessary for new generators and generators with 
new properties development to meet the new customers’ requirements. These improvements required development 
of an engineering method for estimation of mineral oil or some other dielectric liquid compatibility with neutron 
generators design materials and for fast estimation of permissibility of materials substitution.

Mineral Oil Aging
Among the influences that cause mineral oil aging in hermetically sealed equipment, like neutron generators, 

are electric and thermal fields, design materials (primarily copper, aluminum, cellulose, rubber, paints), and 
oxygen and oxidizing agents [1]. The transformer mineral oil aging produces gases, water, peroxides, dirt and 
acids, and the cellulose decomposition product—furfural [4,5]. It results in changes in mechanical, physical and 
chemical properties of oil. 

In accordance with scope and standards for electrical equipment testing during power transformers operation 
are foreseen measurement of the following oil data: breakdown voltage, mechanical impurities content, dielectric 
loss tangent, flash temperature in closed crucible, acidity index, water-soluble acids and alkalis content, 
specific humidity, antioxidant additive content, gas content of oil and furan derivatives content, and to perform 
chromatographic analysis of gas dissolved in the oil.

Scope and standards for electrical equipment testing guidelines [6], in use for power transformer condition 
estimation, introduce the chromatographic analysis of gases, dissolved in oil (ХАРГ – hereafter referred to as 
DGCA, the dissolved gases chromatographic analysis). On the basis of DGCA, it is possible to disclose the two 
following groups of failures of the power transformers: the overheating of current-carrying connectors and design 
components and electrical discharges in oil. The concentration of seven gases can be determined: hydrogen (Н2), 
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methane (СH4), acetylene (С2Н2), ethylene (С2H4), ethane (С2Н6), carbon oxide (СО), and carbon dioxide (СО2). 
Measuring these gas concentration ratios provides a possible way to clear up the main processes resulting in 
aging—electrical and thermal. 

Compatibility of design materials in a number of cases has a decisive importance for reliability of equipment 
during operation. On the one hand, design materials should not evolve substances that can influence in a negative 
way on the electric insulating properties of the oil or cause its accelerated aging. On the other hand, materials 
themselves should not decompose in contact with oil. The compatibility problem of power transformers using 
design materials with mineral oil insulation has been considered in multiple papers [7-11].

Research Method
The maximum scope of research, as a rule, takes place as a result of a new brand of oil or significant changes 

of generator operating conditions (max. operating temperature, shelf life, and operating period). In the most 
general case, all researches include the following stages:

• Initial information analysis (oils properties in accordance with available information sources and developer 
or manufacturer data; differences in technical specs in comparison to earlier tested brands of oil). At this, 
the information on generator operational failures, resulting from using of other brands of oil, is also a 
subject for consideration.

• Operating conditions analysis and determination of testing conditions based on the analysis results.

• Determination of design materials and units list to be tested in contact with oil, division into groups.

• Determination of oil and materials that are in a contact with oil controlled parameters list, determination 
of measurement methods (generally, standard methods are used).

• Carrying out an accelerated aging (on the basis of Arrhenius’ low) of oil in contact with materials of all 
the groups separately and simultaneously. At this, testing vessels can be air-locked or allow oil air contact 
depending on generator design. 

• Analysis of oil and design materials that were taken from a generator and had completely worked their 
lifetime (comparative analysis of nonstandard samples considering the limited set of parameters). 

• Oil and materials controlled parameters determination. Aperiodicities revelation. Aperiodicities broadened 
research (if found). Compiling of recommendations for design improvements.  

• Revelation of differences in oil properties and structural materials that were taken from a generator after 
lifetime end and underwent an accelerated aging. Interpretation of results.   

• A final conclusion devoted to a possibility of a new oil brand implementation. 

If generator design changes slightly with implementation, only one or several new materials, the scope of 
researches can be significantly reduced. In this case, we recommend performing an accelerated aging of oil in 
contact with new material(s) in testing vessels, accompanied by analysis of oil and material(s), taken from a 
generator at the end of the lifetime. 

The scope of controlled parameters of both oil and materials that are in contact with it can differ in a greater 
degree depending on equipment reliability requirements and number of abnormalities that were revealed in the 
course of research.
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Note that a typical quantity of materials subjected to research is about 50, the number of groups is from 4 up to 
5, and the number of parameters determined for each material is from 3 to 10. Usually, aging simulation duration 
equals a triple generator lifetime (for revelation of slow going processes). 

Method Application
The above-mentioned approach has found a successful application at VNIIA over many years. At least three 

types of mineral oils and about ten synthetic liquid dielectrics (including silicon and fluororganic) were subjected 
to research using the same methodology. For some types of equipment, design changes were proposed to eliminate 
potential sources of failure caused by incompatibility of insulating liquids with design materials. Absence of 
operational failures caused by incorrect application of materials proves the accuracy of the implemented approach.

Conclusion
Providing reliable and complicated high-voltage electrophysical equipment, in general, and neutron 

generators in particular, requires proper selection of liquid dielectric and compatible generator design materials. 
A methodology was developed that guarantees a high level of equipment reliability and a very low probability of 
failure caused by improper application of materials. 
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The papers in this section address the development of computational methods and their application 
in the study of a wide variety of technologically important phenomena, the understanding of which 
remain a grand challenge in materials physics and engineering mechanics. Molecular dynamics (MD) 
and the combination of MD and density functional theory (DFT) are used to simulate thermodynamic 
and mechanical properties of material as well as response to dynamic loading, vacancy diffusion in 
bcc metals, and radiation-induced displacement cascades in semiconductors. As a well-founded new 
theory of continuum mechanics, peridynamics enables unprecedented simulation of dynamic fracture in 
homogeneous and highly heterogeneous materials. Development of multi-scale modeling and coupled 
atomistic-continuum simulation (CACS) techniques favors further progress in predicting the deformation 
mechanisms leading to failure of a given material. The problem of coupling between atomistic and 
continuum-scale description of a system is also discussed in terms of an analytical approach based on 
averaging the equations of motion. This helps to define macroscopic thermo-mechanical parameters 
such as Piola and Cauchy stress tensors and heat flow via microscopic parameters. A time-dependent 
DFT method is successfully used to obtain the dielectric function of insulating materials and to predict 
the effects of high dose-rate ionizing irradiation. Remarkably, the MD method can be used to study not 
only condensed matter, but plasma as well. For example, it can be used to develop a self-consistent 
description of both free and weakly bound electron states in plasma. Taken as a whole, the section topics 
demonstrate significant progress in material simulation methods, and they provide useful comment on 
further challenges to be addressed. 

A. V. Mirmelstein, All Russian Institute of Technical Physics (VNIITF), Snezhinsk, Russia

Time-averaged stress 
fields for cylindrical, 
thin-film islands before 
(left) and after (right) 
coalescence has occurred.
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Dynamic fracture and fragmentation processes exhibit several striking characteristic phenomena. 
Numerical simulations, using any of a variety of methods, have had only limited success in replicating 
any of these characteristic phenomena. A fundamental impediment for numerical simulations of fracture 
that are based on traditional solid mechanics theory is that the governing equations are expressed 
as partial differential equations and the derivatives they entail do not exist at discontinuities. To 
remedy this inherent limitation, Silling proposed peridynamics as an enhancement of traditional solid 
mechanics theory. In the peridynamic continuum theory, momentum and energy conservation are 
expressed as integral equations that apply, without modification, to all types of material response; 
no auxiliary laws or rules are needed to treat crack initiation or growth. Hallmarks of the theory are 
nonlocal force interactions between material points; direct use of force and displacement in preference 
to stress and strain; representation of actual displacement rather than a local gradient approximation; 
and a numerical implementation that yields a mesh-free method. We show that the resulting simulation 
capability is able to accurately represent a wide variety of characteristic dynamic fracture phenomena, 
making peridynamics exceptional among numerical solid mechanics methods. Moreover, the method is 
predictive in that these phenomena are not “programmed” into the simulations in any way, but emerge 
from the combination of system geometry, initial and boundary conditions, and the chosen material 
force density constitutive model.

Introduction
Material cracking and fracture are technologically important phenomena whose understanding remains a 

grand challenge in materials physics and engineering mechanics. The aims in managing cracking and fracture 
range from preventing them completely, to mitigating their effects on a body or structure, to guiding them to 
produce favorable fragmentation. The discipline of fracture mechanics can be partitioned into the study of quasi-
static or stable cracking and dynamic fracture. The former includes fatigue cracking and slow crack growth; the 
latter encompasses situations where inertial effects influence cracking. The onset of defect or crack growth is the 
best understood aspect of fracture and can be accurately predicted by existing theories. In contrast, methods for 
predicting crack growth speed and direction, as well as whether and where branching occurs, are few and severely 
unreliable. In addition to predicting crack growth direction, a successful theory or simulation capability for 
dynamic fracture must be able to reproduce and provide insight into the following phenomena and experimental 
observations that are uniquely characteristic of dynamic fracture:

1. A steady, limiting crack speed;
2. Energy dissipation in dynamic crack growth (e.g., Charpy test);
3. The Mirror, Mist, Hackle sequence of textures on the fracture surface;
4. The transition from stable to unstable crack growth;
5. Arrest of unstable crack growth;
6. The specific angle of cracking the Kalthoff-Winkler notched plate impact experiment [1];
7. Transonic interface crack speeds [2];
8. Crack branching;
9. Fragment size distribution;
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10. Membrane bursting;
11. The multiple, unstable cracking modes of fiber-reinforced composites;
12. Peeling and tearing of thin sheets.

Method
Until recently, no numerical simulation method was able to reproduce all these dynamic fracture phenomena, 

even qualitatively, let alone with quantitative accuracy. To address this deficiency, over the past decade, Silling 
and coworkers have developed peridynamics, which is a well-founded, new theory of continuum mechanics that 
is enabling unprecedented simulations of dynamic fracture in homogeneous and highly heterogeneous materials 
[3-7].

By representing the source terms of the conservation laws with integral equations, peridynamics avoids the 
problem inherent to traditional solid mechanics that the derivatives contained in the equations of motion, represented 
by partial differential equations, are not defined at material discontinuities. Instead, in peridynamics, fracture 
evolves from the deformation according to the equations of motion and the constitutive model. Consequently, 
simulation of fracture within peridynamics does not require supplemental kinetic relations that, in traditional 
fracture mechanics, would be needed to specify crack initiation, growth velocity, direction, arrest, and branching. 
In place of the traditional divergence of a stress field, peridynamics computes the force density that accelerates 
any material point using a functional of the displacement field within a spherical neighborhood of the point. The 
radius of the neighborhood is called the “horizon,” which is a material parameter. The resulting nonlocality of the 
interaction forces in peridynamics allows it to model complex material behavior possessing an intrinsic length-
scale, which is represented by the horizon parameter.  

An early version of peridynamics, called “bond-based” theory, was limited to the special case of forces, 
called “bonds,” between pairs of material points such that each bond responds independently of the others [3]. 
Damage and fracture are then easily treated at the bond level by allowing bonds between material points to break 
when they are stretched beyond some limit; a broken bond no longer contributes to the net force acting on its 
endpoints. The onset of bond breakage leads to local material softening, which can cause damage to accumulate, 
with broken bonds coalescing into a surface that becomes a fracture. Only bonds that exist in the initial state are 
considered during a simulation; no new bonds form as a result of deformation. Once a bond is broken, it does not 
heal. The result is a history dependent theory in which crack initiation and growth, and all associated phenomena, 
emerge spontaneously, in an unguided fashion, simply from the choice of system geometry, initial and boundary 
conditions, and the constitutive model.

While the bond-based peridynamic theory results in a mesh-free numerical implementation [6] that yields 
qualitatively accurate simulations of dynamic fracture in heterogeneous brittle materials, such as reinforced 
concrete and fiber-reinforced, laminated composites, it suffers two serious limitations. First, because peridynamics 
uses the more fundamental quantities of force and displacement in preference to the theoretical continuum 
quantities of stress and strain, the bond-based theory cannot apply material constitutive models of classical solid 
mechanics. Second, the elastic portion of a material’s response is restricted to that of a Cauchy solid, resulting in 
a Poisson’s ratio of 0.25 for any linear isotropic solid. These limitations of the bond-based theory were remedied 
with the “state-based” peridynamic theory [4]. The formal structure of the momentum conservation equation 
is unchanged; the force density remains an integral over the neighborhood of a material point of a difference 
in force states. However, the pairwise force function of the bond-based theory is replaced with a more general 
functional of the displacement field within the horizon. This effectively makes the bond forces on a material point 
additionally dependent on deformations of other bonds within the horizon.
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Bond-based peridynamics is a special case of the state-based theory [4]. Another special case of this theory 
allows the force on a material point to be computed through a classical “stress-strain” constitutive model:  Within 
the horizon, the strain tensor is approximated from the deformation and the resulting stress tensor is then mapped 
onto a distribution of bond forces.

A fundamental difference from classical solid mechanics theory is that the peridynamic functionals are 
formulated directly in terms of the displacement field, rather than the spatial derivatives of displacement. Since 
the classical assumption of smoothness is not required, an initially spherical volume can deform into a highly 
distorted, non-smooth region, not only into an ellipsoid. Constitutive models in peridynamics can, correspondingly, 
represent a wider range of material phenomena than can the stress-strain-based models of classical solid mechanics. 
Characterization of the range of material behaviors accessible in peridynamics and their usefulness are largely 
unexplored areas of investigation. In this regard, it is of interest that a formal mapping exists from interatomic 
potentials to peridynamic force density functions [9]. Indeed, peridynamic theory shares the same formal structure 
as molecular dynamics (MD) [10a] and can be regarded as a continuum version of MD [10b]. 

State-based peridynamic is consistent with classical elasticity in the range of applicability of the latter: It 
converges to classical elasticity in the appropriate limit as the horizon shrinks to zero, assuming that the underlying 
deformation is sufficiently smooth [5]. Additionally, because peridynamics avoids any assumption of smoothness 
of the deformation field and treats the exact kinematics, it is well aligned with the kinematic assumptions of 
molecular dynamics. These features illustrate ways in which peridynamics is a generalization of the classical 
theory.

Results and Discussion
Figure 1 illustrates that the peridynamic state theory enables use of traditional stress-strain based material 

models. Figure 1a shows well-behaved simulation results for a uniaxial tension test on an aluminum bar represented 
by a standard visco-plasticity constitutive model [8]. The calculation remains stable with decreasing load (Figure 
1b). Figure 1c shows the results of a Taylor impact test using the same constitutive model for aluminum [8]. The 
final shape is seen to agree well with the experimental observation [11].

Figure 1.  Employing conventional material models in state-based peridynamics. (a)  Necking in a smooth bar loaded in uniaxial tension.  Colors denote axial velocity. (b) 
Force-strain curve. (c) Experimental [11] and simulated images of a Taylor impact test on 6061 T-6 Aluminum [8].

Figure 2 shows that peridynamics recovers the characteristic structure of the “mirror, mist, hackle” surface 
produced by dynamic fracture. The fracture surface varies from being mirror-smooth near the onset of fracture, to 
cloudy further along the crack’s progression, until it becoming very rough. The roughening of the fracture surface 

(a)                                                    (b)                       (c)
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results from microscopic crack branching. Eventually, this can lead to macroscopic crack branching with further 
propagation of the fracture [12]. In the two-dimensional simulation shown, a crack is propagated from an initial 
notch at the left edge in a sheet of brittle material. The horizontal edges are initially displaced vertically and then 
held fixed, resulting in an initial tensile stress field. The fracture surface exhibits the characteristic progression 
from the smooth, mirror region, to the rougher mist region, to the very rough hackle region. Comparison of the 
damage (2a) with the fracture surface (2b) reveals that the roughening arises from arrested micro-branches along 
the fracture surface.

Figure 2. (a) Material damage (bond breaking) from dynamic cracking produced by lateral tension applied to an initially notched thin plate.  (b) Fracture surface created 
by dynamic cracking simulation of Figure 2a.

Figure 3 shows the crack velocity history from this simulation. The initially unsteady speed is seen to reach 
a relatively stable limiting value that is substantially below the theoretical limiting wave speed. This result is in 
good agreement with experimental observations [12].

A simulation of the Kalthoff-Winkler experiment is shown in Figure 4. In this experiment a metal plate with 
two notches is struck on edge by an impactor [1]. The resulting cracks emanate from the notches at reproducible 
angles that depend on the impactor speed. For the chosen impactor speed, cracks are observed to make a 70º angle 
to the initial notch direction, which is well reproduced by the peridynamic simulation. Note, in addition, that the 
transition from mode II to mode I fracture naturally evolves without intervention by the analyst.

Under high stress intensity levels, branches can be emitted from a crack tip. With increasing stress level, 
the branching point moves closer to the starting defect. Figure 5 illustrates that both branching and the trend in 
branching point location can emerge from peridynamic simulations [13]. The cracks emanate from initial notches 
at the left edge. The only parameters specified for these simulations were constant values of density, Young’s 
modulus, and energy release rate; no kinetic relation was used to guide the branching.

Figure 3.  Crack velocity history for the simulation of 
Figure 2.

Figure 4.  Kalthoff-Winkler Experiment.  Peridynamics 
simulation of impact on a pre-notched plate.
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Figure 5.  Cascading crack branching in glass under progressively higher applied stresses, left to right.  Top row - Experimental 
results for soda-lime glass [14].  Bottom row - Simulations of Duran 50 glass [13].  Boundary conditions differed slightly in the 

experiment and simulation.

As a mesh-free method, peridynamics is well suited for simulating highly heterogeneous materials. Figure 6 
shows the varying cracking modes that develop in laminated, fiber reinforced composites having differing lay-
ups. All specimens have an initial horizontal center notch and are pulled in uniaxial tension. The figure illustrates 
variations of cracking mode with distribution of composite fiber directions that are comparable to those observed 
in laboratory tests.  

Figure 6.  Variation in cracking modes in a notched laminate composite bar under vertically applied tension:  (a) Quasi-
isotropic sample; (b) All +/- 45º plies; (c) +/- 45º plies and 0º plies; (d) Mostly 0º plies (along length of bar).  Images 

are colored by vertical displacement.

For the seven remaining characteristic phenomena of the 12 listed above, peridynamic simulation results 
for each agree very well with experiments, except for arrest of unstable crack growth, which has not yet been 
simulated.
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The classical MD approach was applied to model Be properties and response to dynamic loading.  
Special attention was paid to the calculation of the melting curve and physical properties during melting. 
The Hugoniostat MD technique was applied to obtain the Hugoniot of beryllium taking melting into 
account. Results of calculations were compared with experimental data and the results of ab initio and 
quantum MD calculations. Results of the direct MD simulation of shock loading of nano-polycrystalline 
beryllium (hcp grains, average grain size ~10 nm) and data on dynamic yield stress as dependent on 
shock stress were obtained. Since the length of Be samples used was about 0.2 мm, only the ultra-fast 
stage (time-scale ~20 ps) of relaxation behind the shock front was investigated. Calculated results are 
discussed and analyzed in comparison with experimental data.

Introduction 
In [1], parameters of the MEAM potential developed for HCP metals [2] were fitted for beryllium, and its 

mechanical, thermodynamic, and shock properties were investigated through MD simulations. Comparison of 
MD results with experimental data showed that the resulted potential adequately described the elastic properties 
of beryllium under static compression at normal temperature and the Hugoniot. However, further testing revealed 
an essential fault of the potential: it strongly underestimated the temperature of beryllium melting at V=V300 K. 
Here we report modifications to some of the MEAM parameters, which helped bring this temperature into sync 
with experimental results. We did calculations for thermodynamic and mechanicals properties of beryllium in a 
wide range of temperatures and pressures. Their results show that the new potential adequately describes melting 
versus pressure and sound velocity along the Hugoniot, including transition to liquid. 

Static MD Calculations
In the macroscopic models, yield stress correlates with melting temperature through the temperature dependence 

of elastic moduli. That is why the correct description of the temperature dependence of elastic moduli and the 
melting curve in MD simulations is an implicit guarantee for the proper description of shear stress relaxation 
kinetics under dynamic loading.   

Experimental data on the phase diagram of beryllium are limited to a pressure of 60 Kbar [3]. At T=1530 K 
and ambient pressure, beryllium becomes body-centered cubic (BCC) structured and then melts at 1550 K. The 
HCP-BCC transition increases density which results in a negative slope of the phase boundary. This slope means 
that the transition may also occur at high pressures and room temperature, but in experiments up to the present, 
this transition has not been observed up to 2 Mbar [4].

MD simulations allow calculating the melting curve in a wide range of pressures. Here the curve was calculated 
for HCP beryllium because there is experimental evidence [5,6] that shocked beryllium melts just from this phase.

The start of the solid-to-liquid transition can be determined from the density jump on the isobar or the isotherm. 
Isobars and isotherms were calculated in pressure and temperature ranges up to 200 GPa and 4000 K, respectively.

Dremov, V. et al.
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Figure 1 shows melting curves obtained from MD simulations in comparison with the curves calculated with 
the Lindemann law using EOS constructed on the basis of ab initio calculations [7], with ab initio molecular 
dynamic calculations [5,8], with experimental data from [3], and with theoretically evaluated melting curves 
for beryllium obtained in [9] for equilibrium melting and for dynamic loading by a nanosecond laser pulse. The 
theoretical evaluations were done using EOS from the SESAME library and the Lindemann law. To evaluate the 
temperature of melting under dynamic loading, the strong overheat of the material in the solid phase was taken 
into account.

The results suggest that
• the new potential gives a temperature of melting at P=0, which is close to the experimental 1550 K; 

• the temperature of melting start on the Hugoniot is about 1500 K lower than that from quantum MD (see 
Figure 2)[5,8];

• the melting curves calculated with the equations of state from [7] and SESAME [9] and the Lindemann 
law agree well with results obtained in this work; 

• all Hugoniot data agree well with each other in P-T coordinates (Figure 2).

       
                                      Figure 1.  Melting curve of Be.                                                               Figure 2.  Melting curves and Hugoniots.

The new potential was used to investigate the elastic characteristics of single-crystal HCP beryllium up to the 
melting temperature and above. The characteristics include bulk, shear, and Young moduli.  

Calculations for the bulk and shear moduli in a wide range of pressures and temperatures are presented in 
Figures 3 and 4. The polymorphous HCP-BCC transition was not considered in MD calculations. Calculated 
HCP-BCC phase equilibrium boundaries [7,8] are provided in Figures 3 and 4 for reference. 

 

                      Figure 3.  Bulk modulus vs temperature for different pressures.     Figure 4.  Shear modulus vs temperature for different pressures. 
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Bulk and longitudinal sound speeds along the Hugoniot 
were obtained in a wide pressure range with the use of (P-T) 
tabulated elastic moduli and the Hugoniot. Figure 5 shows 
sound speeds calculated in this work and in [8] by the method of 
ab initio molecular dynamics in comparison with experimental 
data from [13,14].

For P<50 GPa, the bulk and longitudinal sound speeds are 
seen to agree well with ab initio molecular dynamics results 
[8] and with experimental data [13]. Data obtained at Sandia 
National Laboratories on Z [14] are the only available set of 
experimental results on beryllium shock compression, which 
covers the range of pressures on the Hugoniot including 
melting. According to these data (Figure 5), the start of melting 
on the Hugoniot can be placed at ~175 GPa, which agrees well 
with the position of the meting curve obtained in this work. 
As mentioned above, the point of melting on the Hugoniot 
obtained in ab initio MD calculations [8,10] is about 1500 K 
higher, which corresponds to a pressure of ~200 GPa. 

Direct MD Modeling of Beryllium Response to Shock
Plane wave shock loading was simulated with the use of Be monocrystalline and nano-polycrystalline samples 

having length ~0.18 мm and cross-section 70×70 rectangular unit cells (rectangular HCP u.c. contains four atoms). 
Figure 6 illustrates the process of shear stress relaxation behind the shock front. What draws attention are periodic 
perturbations in shear stress that are seen right behind the shock front. A likewise pattern with the solitary wave 
train was first observed in MD simulations where FCC copper was loaded in direction [110] (see [17]). But those 
simulations were done for the cryogenic initial temperature (10 K), and as shown in [18], the pattern vanished as 
temperature increased to ~100 K. Our calculations for Be show the similar pattern for initial temperature 300 K. 
Given the high Debye temperature for Be (иD=1460 K), one can conclude that in Be at T=300 K, thermal energy 
is actually lower than in the classical MD simulation and expect a stronger effect of the solitary wave train.   

Figure 6.  Evolution of the shear stress profile with time in single crystal Be loaded (Up=2000 m/s) in [2110] direction. Curves 1–5 correspond to different times 
(8,10,12,14,16 ps). Arrows point to shock and rarefaction fronts and to the direction of wave propagation.

Figure 5.  Sound speed on the Hugoniot: experimental points from 
[13] are black boxes (CL) and rhombs (CB); experimental points from 
[14] are triangles; ab initio MD results on CL [8] are shown by solid 
line 1; longitudinal and bulk sound speeds from MD calculations are 
shown by dashed and solid (2) lines, respectively.
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The typical shear stress profile is seen to be subdivided into three parts: (1) the maximum shear stress gained 
just behind the shock front and remaining constant for some time (relaxation delay); (2) the rapid decrease of the 
shear stress; and (3) the slow decrease of the shear stress. 

Figure 7 generalizes data on the relaxation of shear stresses and their residual values resulted from MD 
simulations. The figure also provides comparison with experimental data on the dynamic yield stress of Be [13] 
and with the data calculated with the Steinberg model [15]. 

Figure 7 shows that both the longitudinal stress and the residual shear stress for polycrystalline samples 
are much closer to the experimental values. It is also seen that relaxation has not yet finished. One can see 
that relaxation in the single crystal sample being loaded in direction [2110] at Up=2000 m/s is faster than at 
Up=1500 m/s, and residual shear stresses are lower after one and the same time (20 ps). At Up=1000 m/s, relaxation 
in the monocrystalline sample being loaded in direction [2110]  does not start after 15 ps. Longitudinal stresses 
during relaxation also become closer to the values that were experimentally observed for the corresponding 
particle velocities. 

Figure 7.  Yield stress versus longitudinal stress in shocks (color online). The solid line approximates experimental points from [13], which are shown by squares; the 
dashed line shows results obtained with the Steinberg model [15]; the dotted line approximates experimental points from [13] on shock recompression, which are 
shown by rhombs. The vertical thin lines with figures mark longitudinal stresses at UP=500, 750, 1000, 1500 and 2000 m/s, determined from the experimental D-U 
relation (D=7.99+1.13U) [16]. Symbols show twice the shear stress versus longitudinal stress as shear stresses relax with time for different samples and stress levels: 
∆- single crystal  [2110] , UP=2000 m/s; ∆- single crystal [2110] , UP=1500 m/s; o - single crystal [2110] , UP=1000 m/s; ∆- polycrystal, UP=1000 m/s; ∆- polycrystal, 
UP=750 m/s;  □- single crystal [0001], UP=500 m/s. The arrows show direction from the earlier to the later time. Calculations with polycrystalline samples and 
MEAM(2) are marked by ▲, ▲ , and ▲.

Thus, our MD investigation into the elastic-plastic properties of Be suggests that at times typical for the MD 
simulation and the level of loading about 10–40 GPa, the yield stress for both monocrystalline and polycrystalline 
samples is much higher than in experiment. More properly, we should say about the effective yield stress whose 
value is defined by the relatively slow kinetics of elastic-plastic deformation.

Dremov, V. et al.
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chAllenges of, And vAriAtions on, 
couPled Atomistic-continuum simulAtion

J. A. Zimmerman
Sandia National Laboratories, Livermore, CA 94550 USA
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A primary objective of materials modeling is to assess the mechanical reliability of components by 
predicting the deformation mechanisms leading to failure of a given material. As these mechanisms 
operate at length scales ranging from nanometers to microns, a variety of materials simulations 
methods and tools have been developed that couple these scales. This coupling is often accomplished by 
directly interfacing multiple analysis techniques (e.g., atomistic simulations with continuum-scale finite 
element analysis), but can also be instantiated through informational or hierarchical means such as by 
evaluating continuum variables within the framework of atomic-scale calculations. This paper reviews 
two different flavors of multi-scale coupling and comment on future challenges yet to be addressed.

Introduction
Recent technology advances have focused around the use of Micro-Electro-Mechanical Systems (MEMS) and 

their nanoscale counterpart, aptly named NEMS. Of particular concern is the performance and reliability of MEMS 
and NEMS under a range of thermomechanical operating conditions. In these systems, device dimensions are the 
same or smaller than the scales at which material failure mechanisms are known to operate. Such mechanisms 
include brittle and ductile fracture, dislocation activity, large plastic deformation, grain boundary sliding, stiction, 
friction, and wear.

While many models and simulation methods have been developed to study and predict the behavior of these 
failure mechanisms, they typically fall into two categories: continuum mechanics analysis [1] and atomistic 
simulation [2]. Continuum mechanical modeling and simulation methods include the finite element (FE) and 
boundary element methods, as well as more exotic techniques such as dislocation dynamics. The state of the art in 
continuum analysis has evolved to include cohesive approaches for surface separation and damage accumulation 
models for bulk material degradation. However, these techniques only capture anticipated deformation phenomena. 
Moreover, the relative strengths of competing mechanisms are not always well represented. 

Atomistic simulation methods, such as molecular statics and dynamics (MD), use simple inter-atomic 
potentials, the relation between particle forces and energies, and Newton’s 2nd law (for MD) to govern the basic 
physics of the system's response to an applied load. Atomistic simulation can display competing mechanisms of 
material deformation, such as fracture, dislocation nucleation and propagation, and void nucleation, growth, and 
coalescence. As with continuum analysis, atomistic simulation has its own limitations (e.g., current computational 
capabilities are insufficient for the analysis of micro-scale systems).

The advantages of both atomistic simulation and continuum analysis have given rise to the development of 
multi-scale modeling and coupled atomistic-continuum simulation (CACS) techniques. This paper reviews two 
different types of multi-scale coupling. In one technique, atomistic and continuum analyses directly interface. In 
the other, coupling occurs in an informational sense, as expressions are used to evaluate continuum mechanical 
variable fields within atomistic simulations. The paper concludes with comments on future challenges yet to be 
addressed by these methods.
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CACS for Arbitrary Overlapping Domains
This section will briefly summarize the formulation by Klein and Zimmerman for coupled atomistic-continuum 

simulations for quasi-static analysis [3,4]. This technique enables the geometry of the continuum discretization 
and the atomic crystal to overlap arbitrarily. The coupling between the two regimes lies in the development 
of kinematic and thermodynamic expressions that connect energy and deformation, and not to the particular 
representation of atoms and nodes. Expanded details on both the theory and computational aspects of the method 
can be found in [3].

Kinematics

In this method, an FE mesh covers all parts of the computational domain, while only limited regions of 
interest, such as crack tips, are also represented with an atomic crystal. The mesh is defined through two groups 
of nodes, those that are free to be deformed according the continuum equations of motion (nodal displacement – 
U) and those that have their motion prescribed via projection from the underlying atomic system ( ). Likewise, 
the atomic system is composed of free atoms (atomic displacement – Q) and atoms that have their displacement 
prescribed via interpolation from the overlapping continuum ( ). These fields are connected to each other in the 
following way:

,     where      (1)

The submatrices of N contain defined interpolation or shape functions.  is introduced since the FE shape 
functions  and  are generally too coarse to represent the atomistic displacement exactly. The goal to 
minimize the error related to  is achieved by defining  and  as follows:

,  (2)

where

 (3)

and . Klein and Zimmerman have also shown that a moving least squares (MLS) interpolation 
can be substituted for the projection operation, thereby replacing the term  with a matrix of shape functions 
possessing unique properties.

Coupled Equilibrium Equations

As stated succinctly in [4], the solution for the displacements Q and U can be determined using equilibrium 
equations derived by formulating the total potential energy of the coupled atomistic-continuum system: 

 (4)

In this equation,  represents the potential energy in the bonds of the crystal,  is the strain energy density 
integrated over the continuum, and  and  are external forces acting on the atoms and nodes, respectively. 
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The resulting static equilibrium equations are: 

 (5)

                      (6)

Correction to the Cauchy-Born Relation

The final element of this formulation is to prescribe the potential energy functions (constitutive models) 
for both the atomistic and continuum used in equation (4).  is computed from a sum of bond energies in the 
crystal directly using whichever inter-atomic potential is chosen to model the material of interest.  is computed 
using the Cauchy-Born relation to connect the chosen inter-atomic potential to the strain energy density of a 
homogeneously deformed atomic crystal, . An important concern is how to correct for the overlap 
of the continuum and the underlying crystal. This correction amounts to weighting the contributions to potential 
energy from elements containing both free nodes and ghost atoms. Spatially varying bond density functions 
are introduced so that the calculation of strain energy density accounts for only the “missing” energy that is not 
represented by actual bonds between atoms within the system. These functions are determined by enforcing 
a condition of homogeneous deformation given the appropriate boundary conditions, and by minimizing the 
fictitious forces on both free and prescribed nodes within the overlap region for the coupled system. Further 
details can be found in [3].

Example Simulation: Surface Relaxation of a Nanowire

This method can be used to examine surface relaxations in nanostructured materials with free surfaces. In 
general, materials with free surfaces possess atoms with different bond spacing than interior atoms. For a system 
created with a uniform bulk configuration, energy minimization produces an inward or outward surface relaxation, 
depending on the nature of the inter-atomic bonding. Figure 1 shows the cross-sectional view of a nanowire 
containing a face-centered-cubic crystal of about 96,000 atoms. Atoms interact via a fifth neighbor Lennard-Jones 
potential for gold. The crystal is oriented with the wire axis along a [100] direction. 

Figure 1.  Cross-sectional view of surface relaxation of a nanowire. Displacements are magnified by a factor of 100. Left: Atomistic simulation. Right: 
Coupled atomistic-FE simulation using an underlying hexahedral mesh.
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With displacements magnified by a factor of 100, the figure shows that atoms at or near the free surfaces 
displace significantly as compared with atoms just a few layers in. Moreover, Figure 1 shows that the coupled 
method produces a configuration very similar to that achieved by pure atomistic simulation. Here, atoms are 
colored according to how much bond energy they receive from the atomistic analysis. The interior of the coupled 
region, occupied only by ghost atoms, has nearly zero energy (colored red) while the free atoms near the surfaces 
assume energy values in agreement with the pure atomistic simulation (colored blue and green).

Extracting Continuum Variables from Atomistic Simulation

Atomistic-continuum coupling can also be done in an informational sense. Expressions for continuum 
thermomechanical variables such as stress, heat, and temperature have been developed that use atomistic 
simulation quantities (e.g., inter-atomic forces and atomic velocities). While a variety of approaches exist, the 
resulting expressions are usually similar in appearance. Here, we briefly review the method developed by R. J. 
Hardy [5]. In addition to references by Hardy and his co-authors, Hardy’s formulation has also been extensively 
examined by Zimmerman and colleagues [4,6,7]. The reader is referred to these articles for more information.

Hardy’s Formulation

Hardy’s method consists of defining the continuum fields of mass (ρ), momentum (p) and energy (e) density 
in terms of atomic positions (xα) and velocities (vα):

           (7)

            (8)

where  represents the potential energy attributed to atom α, mα  represents the atom’s mass, and the localization 
function ψ  is a weighting factor for averaging the properties of the atoms, allowing each atom to contribute to a 
continuum property at a fixed spatial point x at time t. Detailed information regarding the use and properties of the 
localization function can be found in [4-7]. Using these density functions within the continuum balance equations 
for linear momentum and energy, Hardy developed expressions for stress (σ) and heat flux (q) at a spatial point. 
For example,

          .    (9)

Here,                                                      is the inter-atomic force exerted on atom α  by 

atom,                                                                       is the bond function defined by the 

expression 

Zimmerman, J. A. 
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Stress Field Evolution During Thin Film Island Coalescence

Hardy’s expression for stress can be used to gain fundamental understanding of materials behavior:  specifically 
stress evolution during metallic thin film growth. During such growth, isolated islands are first nucleated and 
then proceed to coalesce and form continuous planar films. While experiments have successfully quantified 
the average stress within a film during growth, little is known about the distribution of stress within a film 
or whether defects form as island coalescence occurs. MD simulations were used to examine the initial 
coalescence that occurs when neighboring cylindrical islands first join together. Figure 2 shows one component 
of the stress field within the islands before and after the coalescence process. It is observed that some variation 
of stress exists within the island, and that, upon coalescence, a dislocation defect is formed along with a 
concentration of tensile stress within the coalescence region.

Figure 2.  Time-averaged stress fields for cylindrical, thin-film islands before (left) and after (right) coalescence has occurred.

Conclusions
This paper has briefly discussed two methods for atomistic-continuum coupling, one that involves direct 

interfacing of multiple analysis methods and one that uses expressions for extracting continuum field information 
from atomistic simulation. Several researchers have done impressive work to extend what has been presented 
here. For example, Chen and her colleagues have done much to use expressions similar to Hardy’s as the basis 
for a multiscale simulation framework [8]. While subsequent publications have analyzed materials governed 
by covalent and ionic bonding, more needs to be done to define the resolution limits where the validity of the 
produced fields becomes suspect. Another example is the recent attempt made by coworkers and myself to develop 
an approach similar to Hardy’s for material frame continuum quantities such as the 1st Piola-Kirchhoff stress [9]. 
This effort included expressions for a micromorphic continuum, and further work needs to be pursued to apply 
these expressions to directionally bonded materials and to develop robust field expressions in both the spatial and 
material frames that accounts for the arbitrary distribution of atomic mass relative to continuum points.   
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Self-consistent joint description of free and weakly bound electron states in plasmas is presented. 
Existence of two problems is emphasized: restriction of the number of atomic excited states and 
description of the smooth crossover from bound pair electron-ion excited states to collective excitations 
of free electrons. The fluctuation approach is developed to study the spectrum domain intermediate 
between low-lying excited atoms and free electron continuous energy levels. Density and nonideality 
effects are separated. The density effects are predominant for the shape of the curve the energy 
spectrum near the ionization limit. Collisional recombination rate is studied. A strong suppression of 
recombination in strongly coupled plasmas is found. It is determined by the plasma nonideality. The 
suppression agrees with the measurements for the ultracold plasma.

Introduction
Adequate treatment of highly excited atoms is one of the most complicated problems in the theory of 

strongly coupled plasmas (SCP) [1]. Es = —Ry/s2 is the expression for the energy levels, s is the principal 
quantum number, and Ry is the ionization potential. The statistical weight of the level gs = 2s2 diverges for 
large s. Since 2Ry/s3 is the energy distance between levels, the Coulomb density of states g(s) diverges as 
g(s) = s5/Ry or

                                                          (1)
The partition function Ζ of the hydrogen atom diverges as well

        (2)

where smax is the maximum principal quantum number, Τ is temperature, k is Boltzman constant, 
g(E) is the smoothed density of states, and subscript s is omitted at the transition to integration. The 
population distribution dZ/dE is related to g(E)

                                             (3)
for highly excited states. The argument Ε is used for both negative and positive energies. 

The first problem appeared rather long ago—restriction of the number of excited states of atoms. The 
problem was treated by Bohr, Planck, Fermi, Larkin, Ebeling, Starostin, and other authors. The Planck-
Larkin recipe is to include into consideration free electron-proton states as well. Mutual compensation of 
the divergences in bound and free spectrum of the two-body (electron and proton) system results in the 
convergent expression for Ζ and the integrable divergence E-1/2 of the effective density of bound states. 
The function g(E) becomes temperature dependent in this case. However, the two-body problem is not 
sufficient to describe plasma, which is a many-body system, because a break arises at the zero energy: 
divergent density of states at negative energies and starting from zero density at positive energies. The break 
between two branches of the spectrum seems to be artificial.

Lankin, A. V. et al.
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So the second problem arises—description of the crossover from bound pair electron-ion excited states to 
collective excitations of free electrons. Contrary to the very old first problem, the second problem was 
not almost touched upon earlier. Planck-Larkin approach does not take into account collective excitations 
of free electrons and does not treat a region of highly excited states adjacent to the ionization limit. These 
states cannot be treated in pair approximation in any plasma, since they are strongly disturbed by the 
neighboring particles.

Our work is devoted to the removal of the second problem and development of a reasonable 
description of the spectrum domain intermediate between discrete and continuous electron energy levels. 
The objective is to bridge the break by the smooth transition from negative to positive energies for SCP. 
So the approach should be a many-body one in the whole spectrum domain and comprise both bound 
and free electron states collective excitations included. As collective excitations have fluctuation nature, 
our idea of the crossover is to bridge collective fluctuations or excitations (plasma waves) to multiple 
fluctuations, then to triple fluctuations, then to pair fluctuations, and finally to excited atoms, which could 
be considered as stabilized pair fluctuations.

Dispersion of frequency and damping decrement of plasma waves are studied in SCP by the method 
of molecular dynamics (MD) using analysis of space-time fluctuations of charge density. MD method 
presents the universal approach for the study of all kinds of fluctuations. The problem is to develop the 
adequate measurement procedure for any kind of fluctuations. For diagnostics of pairs, the algorithm [2] 
of identifying pair fluctuations is employed.

The crossover between from bound to free states is coincided in the next section. It is shown the 
crossover is defined mostly by the density effects. The collisional recombination is coincided in the third 
section. It is shown that deviation of free body recombination rate is defined by the plasma nonideality. 

Density Effects: Crossover from Bound to Free States 
Distribution of Pair Fluctuations over Their Energies

Energy distributions dZ/dE of the pair fluctuation population are calculated by MD for a number of 
temperatures, densities and cut-off values of Coulomb potential [2]. Results of MD modeling are presented 
in Figure 1. We proceed from dZ/dE to g(E) using (3). There are no pairs in a certain interval below the 
ionization limit. Since the distribution above the cutoff level does not depend on its value, both smooth 
but steep decrease of g(E) and a gap ΔΕ below the ionization limit have a physical sense.
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Figure 1.  Relative population distributions (a) and 
density of states (b) for n = 2.7⋅1020 cm-3 (2', 3') 
and n = 1.25⋅1021 cm-3 (2", 3"). Free electrons (1), 
total for Τ = 2.5 eV (2), pairs (3). Dependence of ΔΕ on 
n1/3 is shown in the insertion.
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The values of g(E) are normalized in Figure 1 at the large negative energies by the Coulomb density 
of states the where relative behavior of g(E) for both Coulomb and MD cases coincide with each other. 
Coincidence points to the correctness of our approach. There is a drastic deviation of Coulomb and Planck-
Larkin g(E) from the MD results near the ionization limit [2]. Moreover Planck-Larkin g(E) contradicts to 
the MD data in the whole energy interval studied.

Densities of the pair states are presented in Figure 1b for different values of electron number density n. 
The dependence of ΔE on n1/3 is given in the insertion. It is close to the linear one ΔΕ ≈ 2n1/3. The 
result can be related to the Unsold formula. However relation of the gap to the plasma frequency is not 
excluded as well. Rotation frequency of an electron in the pair is ω ~ E3/2, plasma frequency is ω0 ~ n1/2, 
the border of the pair stability could be defined as ω = ω0 and we obtain ΔΕ ~ n1/3. 

Note that not only ΔE value but also 
the shape of g(E) depends mostly on 
n. It is seen from Figure 2a where 
the results for different temperatures 
at the constant electron number density 
are shown. Since the scatter between the 
curves corresponding to the different 
temperatures is slow Figure 2a is given in 
a linear scale. 

Diagram of typical plasma areas is 
shown in Figure 2b. The line 1 presents 
the border between excited atoms and 
pair fluctuations. The line 2 corresponds 
to the gap ΔΕ ≈ 2n1/3. Both lines do not 
depend on T. Three typical areas of 
electron states can be separated out in 
Figure 2b. Area I is the area of excited atom existence with the discrete broadened levels. The spectrum is a 
pseudocontinuous one in the area II. It is the area of pair fluctuations. The new result is that there exists 
the area III where there are neither atoms nor pairs. The area III exists not only for hydrogen but for other 
atoms as well and can be compared with experimental data [1]. It is evident from the Figure 2b that even the 
first excited Cs level is transformed into a pair fluctuation in the range studied and completely disappears in 
the right part of the range. The higher excited levels do not exist even as pairs in the whole range. 

Disappearances of excited states are observed experimentally in multicharge laser impulse induced 
plasma [3]. A significant contribution of the С VI Lyβ line was observed with 8 ns pulses. The lack of the lines in 
the sub-10-fs spectra is considered in [3] as indication that the plasma is at high density where pressure ionization 
has removed the upper levels. It agrees with our estimations of ΔΕ for the experimental values of the ion 
charge Z = 4.5 and n~5⋅1023. It is a density effect since T = 190 eV, which gives Г~0.1.

Distribution of Electrons over Total Energy

Besides the energy Ε of an electron in the pair, its total energy ε can be calculated, which includes 
not only the interaction of the electron with the nearest ion and the kinetic energy of the relative motion 
but also the interaction of the electron with all the neighboring charges. Two examples of the population 
distribution f(ε) obtained are given in Figure 1a. Both curves 2' and 2" are normalized to the asymptotic 
of the Maxwellian distribution 1 for large ε. The distribution of free electrons for energies greater than the 
interaction energy turns out to be Maxwellian one that is a trivial result since we used the classical MD. The 

Figure 2.  (a) – The ratio of MD-results for g(E) to the density of states (1) for different 
temperatures at n = 8⋅1019 cm-3. (b) - Diagram energy levels - free ion number density. 
I is the area of discrete spectrum of Cs (solid horizontal lines) and Η (dotted horizontal 

lines), II is the area of pairs, III is the area without either excited atoms or pairs. 
The horizontal bar indicates data [1] that correspond to the first excited state of Cs.
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interesting result is that it seems to be nonshifted with respect to the ionization limit of the isolated atom. 
The result does not depend on the density or Γ. 
    The distributions f(ε) (2',2") and dZ/dE (3',3") coincide with each other in the region of large 
negative energies to the scatter of numerical data in Figure 1a, so pair interactions predominate here over 
all other interactions ε ≈ Ε. There is a minimum in f(ε) in the intermediate region below the ionization 
limit where the electron population drops its value by more than order of magnitude. To elucidate the 
situation we proceed from f(ε) to the effective total density of states g(ε)

          (4)

Figure 1 reveals that there is no gap in g(ε), but a real gap ΔΕ does exist between pairs (curve 3) and 
collective states of free electrons (curve 1) and expands with the increase of density. One is able to guess 
that the crossover between curves 3 and 1 is filled by many-particle fluctuations.

Nonideality Effects: Rate of Recombination 

To study the recombination process in SCP the approach [4] is used. It is found that dependents of collision 
recombination rate on nonideality is not a monotonous one. It increases according to the ideal plasma three-body 
recombination rate K=C⋅Z3e10m-1/2⋅n2T-9/2 at small  with increase of Γ. The value C = 1.4 is chosen to fit the MD 
data. Then K passes a maximum and decreases at larger Γ. The maximum value of Kτe is about 0.03 for all Z, 
τe is plasma oscillation period. 

If we allow the coefficient C to become a function C(Г, Z), and use that freedom to fit the calculated 
recombination rates for a SCP, we can reveal the influence of nonideality in a more apparent way. The 
results are presented in Figure 3a. The constant value C(Γ, Ζ) = 1.4 remains valid for Γ < 0.5 at Ζ = 1. The 
Γ interval of the constant C = 1.4 reduces with increase of Z. The drop of C at the larger nonidealities can 
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Figure 3.  Different projections of the function C(Г, Z). a - dependencies on Γ at the different values of the ion charge: 
1 - Ζ = 1, 2 - Ζ = 2, 3 - Z = 3; the line C -const and exponential fit used in (5) are drawn through the MD points; 

the letter "b" – Biberman, 87, the letter "r" - Romanovsky, 98 , the letter "h" – original Hahn, 97 , the letter "mh" - modified Hahn, 97 
[4]; b - dependencies on the ion charge at the different values of nonideality: 1 - Γ = 0.3, 2 - Γ = 0.5, 3 - Γ =0.7, 4 - Γ = 0.9.
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be approximated by C = A(Z)exp[-λ(Z)Γ]. Introduction of functions A(Z) and λ(Z) permits to separate Z 
and Γ dependences. The Z dependences of C(Γ, Ζ) for a number of Γ values (Figure 3b) is approximated 
by C = B(Γ)exp[-µ(Γ)Z], where Z and Γ dependences are separated again. The result is

           (5)

where K0 = 2.7, α1 = 0, λ0 = 1.5, λ1 = 3. We see that Kτe depends only from Γ. It is related to the fact that 
collisional recombination rate is defined by the ratio of ΔΕ to Γ.

Killian-Rolston measurements [5] show that only about 20% of ions recombined for 102 µs in ultracold 
plasma with the electron number density 1010cm-3. They give the estimation of the recombination rate as 
2.3·10-6τe

-1 in agreement with the value 2.6·10-6 τe
-1, which follows from (5) for the temperature 1 K. The latter 

value is pointed out as the lower border in [5]. The comparison is only of qualitative value, since some subsequent 
theoretical and experimental papers on ultracold plasmas have shown that the electron temperature varies 
during the evolution of the plasma because of disorder induced heating, and the electron Coulomb coupling 
parameter rapidly (within the first microsecond) goes to about Γ = 0.2. However, if the traditional 
expression for the recombination rate was valid for plasma obtained in [3], the recombination time would 
not exceed few nanoseconds (six orders of magnitude faster) for it. So recombination should be dramatically 
suppressed in order disorder induced heating would become the fastest relaxation process.

Another indirect relevance of the MD data obtained can be derived from the experimental study of the 
initial stage of the latent track formation. The plasma model developed in [6] can give the self-consistent 
explanation of the transient X-ray emission observed only under the assumption that the recombination 
rate is much slower than predicted by the formula for three-body recombination in ideal plasma. 

Conclusions
The self-consistent fluctuation approach is developed to bridge the smooth crossover from the plasma 

waves to pair fluctuations, and finally to excited atoms (stabilized pair fluctuations) in the electron spectrum. 
Following density effects are discovered with the help of the MD method. The smooth but steep 

restriction of pair fluctuation density is obtained which could explain the restriction of excited atom 
contribution to the atomic partition function. The energy domain adjoining to the ionization limit (a 
“gap”) is found where the pair fluctuation density is close to zero, contrary to the Coulomb and Planck-
Larkin approximations for the excited atom density. The area of plasma nonidealities is discovered where 
there are neither excited atoms nor pair fluctuations. Maxwellian energy distribution of free electrons turns 
out to be nonshifted with respect to the ionization limit of the isolated atom.

A drastic suppression of the recombination rate is discovered with respect to the extrapolation of 
the conventional expression for the three-body recombination. The absolute value of the rate passes 
through a maximum with an increase of nonideality and then decreases exponentially. The suppression 
is shifted to lower electron nonidealities with the increase of the multiplicity of ionization.
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Vacancy diffusion is the most important microscopic mechanism for mass-transport in solids. While 
vacancy diffusion in fcc metals is relatively well understood from a microscopic perspective, the same 
does not hold true for bcc metals. We present first-principles simulations using the AM05 density 
functional of vacancy diffusion in Mo. The calculated self-diffusion coefficient is in quantitative 
agreement with available experimental data. We also discuss the excellent performance of AM05 for 
lattice constants and bulk moduli.

Introduction
Real solids are never perfect crystals, and the importance of defects like vacancies, interstitials, and dislocations 

to the properties of materials can hardly be overstated. Mass transport in solids is dominated by vacancy motion, 
radiation creates vacancies that can nucleate and grow voids, and the motion of dislocations is important for 
material strength. There are thus ample reasons to, from a microscopic perspective, understand and ultimately 
predict properties of defects in solids, for example, vacancies.

Early work applying density functional theory [1, 2] (DFT) to study transition metal vacancies [3] used the 
LDA exchange correlation functional, was computationally restricted to relatively small unit cells, and structural 
relaxation was beyond reach. In retrospect, somewhat surprisingly, these pioneering calculations came out in 
very good agreement with experimental data for the vacancy formation energy. However, it turned out to be 
difficult to improve upon them. For example, when using larger super cells and including structural relaxation, 
the calculated vacancy formation energies were lowered, away from experimental data. In addition, although 
generalized gradient exchange-correlation functionals as in Perdew and Wang-91 (PW91) [4] and Perdew, Burke, 
and  Ernzerhof (PBE) [5] improve upon LDA for lattice constants and cohesive energies, they lower vacancy 
formation energies even further, worsening the DFT calculations.

We solved this paradox in references [6] and [7] by post-processing the DFT calculations. The confusion 
regarding DFT calculations of vacancy formation energies was due to different intrinsic surface error of LDA and 
PW91. By correcting for it [7], we were able to reconcile the different results and quantify the contributions from 
structural relaxation, large super cells, and exchange-correlation functional [7]. The post-processing correction 
method, however, has limitations, and most importantly, it cannot be used to correct molecular dynamics (MD) 
calculations. For MD to work in the context of vacancies, the surface intrinsic error correction has to be incorporated 
into the exchange-correlation (xc) functional itself [8].

In this paper, we have studied vacancy formation and diffusion in Mo as an example of a bcc metal with 
strongly non-Arrhenius behavior for self-diffusion. We find that DFT based MD simulations reach quantitative 
agreement with available experimental data on the self-diffusion coefficient.
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Method
Density Functional Theory

Density functional theory [1,2] is a formally exact reformulation of the Schrödinger equation. In DFT, the 
fundamental property is the density of electrons in three-dimensional real space, ρ(x,y,z), regardless of how many 
electrons are in the system. In contrast, for N electrons, the Schrödinger equation is 3N dimensional. The key 
term in the Kohn-Sham equations is the approximation of the many-body interaction, the so-called exchange-
correlation functional. The first approximation, the local density approximation (LDA) was put forward already 
in the pioneering work [1,2]. LDA works excellently for many systems, in particular metals, but rather poorly for 
molecules. Functionals taking the gradient of the density into account were developed later by many: Becke, Lee, 
Yang, and Parr (BLYP) [9,10], PW91 [4], PBE [5], and revised PBE (RPBE) [11]. Gradient corrected functionals 
improved significantly upon LDA for molecular systems. However, only PW91 and PBE are widely used for 
solid-state problems. At the time, PW91 and PBE were considered equivalent and are often referred to as the 
generalized gradient approximation (GGA). Only recently was it discovered that PW91 and PBE can, and do, 
yield different results [12]. As computers became faster and codes more efficient, it became possible to apply DFT 
also to problems that require several tens of atoms in the super-cell: surfaces, defects, interfaces, and alloys. As 
this development accelerated, there were only two semi-local xc-functionals in widespread use for solids state 
applications: LDA or GGA (PW91/PBE). This changed in 2005.

The AM05 Functional

Development of an exchange-correlation functional based on a surface model system was discussed by Kohn 
and Mattsson [13]. The approach was later formalized and generalized in the subsystem functional scheme [15] 
and implemented in the AM05 functional [8]. AM05 involves two model systems: the uniform electron gas is 
used in regions that are locally bulk-like and a surface functional (derived from the Airy gas [11] and jellium 
surfaces) for regions that are locally surface-like. By including two different exact reference systems, AM05 
constitutes a systematic improvement over LDA. In the first paper, it was demonstrated that AM05 gives lattice 
constants and bulk moduli to high accuracy for Al (simple metal), Pt (transition metal), and Si (semi conductor) 
[8]. More recently, by comparing results for 20 solids (Al, Ag, Pd, Rh, Cu, GaAs, GaP, Na, NaF, NaCl, MgO, 
SiC, Si, C, GaN, BN, BP, Li, LiF, and LiCl), it was confirmed that AM05 yields lattice constants that on average 
are significantly better than LDA, PBE, RPBE, and BLYP [16], mean absolute errors are shown in Figure 1. The 
functional employed in this work, AM05, performs on average as well as computationally significantly more 
expensive hybrids.

Figure 1.  Mean absolute errors for lattice constant and bulk modulus for 20 solids with seven functionals: PBE0 and HSE06 [17] 
and AM05, PBE, LDA, RPBE, and BLYP [16].
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Code and Computational Details

The MD simulations were performed with a massively parallel version of the projector augmented wave           
[18,19] (PAW) core-potential code VASP 5.1.40 [20,21,22] on a CRAY-XT [23] using stringent convergence 
settings [24]. The PAW implementation in VASP 5.1 allows use of multiple XC functionals on the same set of 
core potentials while retaining high precision [16]. We used the six valence electron Mo PAW PBE core function 
of 08Apr2002. While it has a nominal plane-wave cutoff (ENMAX) of 224.584 eV, we used 400 eV to converge 
the pressure to a few percent. The electronic structure is minimized to 10-5 eV convergence criterion. Real-space 
projections were not applied. Convergence with respect to kpoints was investigated by comparing energies for 
gamma point (0,0,0), mean-value point (1/4,1/4,1/4), and Monkhorst-Pack grids with a 23 and 43 sampling. The 
mean-value point has proven to yield results that are significantly improved compared to gamma-only calculations.

The DFT-MD simulations are the most computationally demanding parts of the present work, but are necessary 
for the study of the an-harmonic contributions to the formation and migration energies. We use velocity Verlet 
time-integration with a time-step of 2.0 fs, resulting in about five electronic iterations being required per ionic 
step at 2800 K. The simulations are kept in the NVT ensemble with a nose thermostat (80 fs time-constant). The 
electronic states are distributed according to the finite-temperature formulation of DFT [25], the use of which is 
very important for obtaining accurate thermodynamic properties [26]. Structural optimization was used to find the 
low-temperature limit of the vacancy formation energy and the migration activation energy in 128 atom super-
cells. The corresponding prefactors for vacancy formation and migration were obtained by calculating the force-
constant matrix via finite displacements [27]. This was done in 54 atom unit cells. Static calculations for LDA and 
PBE were done with VASP 4.6. All AM05 calculations were done using VASP 5.1.40.

Vacancy Formation Enthalpy and Vacancy Hopping from MD

The vacancy formation energy was obtained by comparing thermally averaged energies in a system containing 
a vacancy, with that in a bulk system, using DFT-MD.  In order to unambiguously locate the vacancy at each time 
step, we use a model potential [28] to quench a copy of each atomic configuration, and associate the empty lattice 
site with the position of the vacancy [29] to obtain a trajectory in time of the vacancy migration. By comparing 
long model potential simulations in 127, 1023, and 3455 atom systems, we conclude that the jump-rate in a      
127-atom system is representative of that in larger systems to within 5%.

Results
Vacancy Formation Enthalpy

The result for vacancy formation enthalpy calculated from long DFT-MD simulations is shown in Figure 2. 
The strong temperature dependence is well described by a quadratic form [30]. Figure 2 also demonstrates the 
importance of including finite electronic temperature.

Figure 2.  Mo vacancy formation energy as function 
of temperature [24]. The shaded contribution is from 
the electronic entropy, and error bars are 2σ statistical 
uncertainty calculated by block-averaging.
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Self-Diffusion

Based on the hopping rates obtained in the MD simulations, we estimate the vacancy diffusion coefficient. 
Since the formation energy is known as a function of temperature (Figure 2), we use it to find the migration 
energy as a function of temperature to match self-diffusion from room temperature to melting. The calculated 
self-diffusion is shown in Figure 3. The AM05 results are in quantitative agreement with experimental data when 
considering the difficulties involved in accurate calculations of point defects and point-defect kinetics in transition 
metals [7]. There is a significant difference between using PBE and AM05, confirming the central importance of 
the exchange-correlation functional also for solid-state systems.

Figure 3. Calculated Mo self-diffusion rate as a function of temperature [30], with experimental data by Maier, Mehrer, and Rein [31]. Red 
squares are from the long direct MD simulations of hopping, the red line is from vacancy formation energy in Figure 2 combined with a 

vacancy migration energy to fit the MD diffusion.

Conclusions
We have shown that a quantitative microscopic model of vacancy diffusion in bcc metals can be founded on 

DFT simulations given that the xc-functional is of high fidelity and MD simulations are performed close to the 
melting point. Given the large change in vacancy formation energy as a function of temperature as well as the 
importance of including finite temperature treatment of the electronic states, we infer that the use of a classical 
model potential over the entire interval in temperature is an approach that faces formidable challenges to correctly 
describe defects in Mo, and likely other bcc metals.
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Derivation of equivalent thermo-mechanical parameters for perfect crystals in the case of arbitrary 
interatomic potential is conducted. The approach based on the averaging of equations of motion is 
considered. Long wave approximation is used to make link between the discrete system and equivalent 
continuum. Macroscopic thermo-mechanical parameters such as Piola and Cauchy stress tensors, heat 
flux are represented via microscopic parameters.

Introduction
Determination of the connection between parameters of discrete and continual systems is one of the challenging 

problems for modern physics. Various methods of transition from discrete system to equivalent continual exist. 
Long wave assumption is used in [1]. The concept of quasi-continuum is proposed in [2]. Localization functions 
are used in [3,4]. These approaches give the opportunity to spread mechanical parameters determined in lattice 
nodes on all volume of the body. Decomposition of motions on slow macroscopic and fast thermal is used for 
description of thermal properties. In papers [3,4] the decomposition of particles' velocities is conducted by the use 
of localization functions. As a result, the dependencies of stress tensor and heat flux on parameters of the discrete 
system were obtained and analyzed. Fourier transformation was used in [5] for decomposition of displacements 
and velocities of particles. Different methods of decompositions were discussed. It was noted that the result of the 
decomposition is not unique. It should depend on characteristic time and spatial scales of the problem.

The approach based on averaging of equations of motions and application of long wave assumption [1] was 
proposed in papers [6,7,8]. In [6], it was used for derivation of expressions for stress tensors for ideal crystals with 
pair interactions. Thermal motion was neglected. The influence of thermal oscillations on mechanical properties 
was considered in [6,7] for a one-dimensional case and generalized for a three- dimensional case in [8]. 

Different assumptions about interatomic potentials were used in all papers mentioned above. This fact 
decreases the range of applications of results of these papers. In the present paper, derivations are conducted for 
arbitrary multibody potential. It is assumed that the energy per one particle depends on all vectors connecting 
this particle with its neighbors. The approach proposed in works [6,7] is used for transition from discrete system 
to equivalent continual. Equations of motion of particles are derived. The connection of Cauchy and Piola stress 
tensors and heat flux with parameters of discrete systems is determined. The symmetry of obtained Cauchy stress 
tensor is proved. Relation with known expressions for Cauchy stress tensors is discussed.

Method
Hypotheses and Designations

Let us consider the discrete system of interacting particles that form perfect a simple crystal lattice in                          
d = 1, 2, or 3 dimensions. Two main principles are used for transition from discrete system to equivalent continual: 
decomposition of motions of particles on slow macroscopic and fast thermal [5,7], and long wave assumption [1]. 
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First let us focus on decomposition. In practice, different types of averaging, such as time averaging and spatial 
averaging, are used for decomposition. In [5], it was noted that unique decomposition is impossible because there 
are no rules for the choice of the period of averaging, size of representative volume, etc. These parameters should 
depend somehow on time and spatial scales of the considered problem. According to the opinion of the author of 
the present paper, derivations should not be based on the particular method of decomposition. In addition, results 
should not change qualitatively with replacement of the method of averaging. Therefore, let us consider average 

component  and thermal component  of physical value  that are connected by the following expression

             (1)

The second important statement is the long-wave assumption [1]. The idea of the assumption is as follows: 
the average component of any physical value is assumed to be slowly changing in space on distances of order 
of interatomic distance. Then the average component can be considered as continual function of space variable 
and can be expanded into a power series with respect to interatomic distance. Resulting series should converge 
rapidly. Exactly this assumption allows a transition from a discrete system to a continuum.

Let us use a Lagrangian (material) description of equivalent continuum and consider the reference and actual 
configurations of discrete and continual systems. Let us take an unstrained configuration of crystal lattice as the 
reference one for discrete system. Let us denote radius-vectors of material points of equivalent continuum in 
reference and actual configurations as   and , respectively. Two ways for identification of the particles will be 
used. On the one hand, the position of the particle is determined by its radius-vector. On the other hand, let us 
use local numbering. Starting with one reference particle, let us mark all its neighbors by index . Let us denote 
vector connecting the reference particle with its neighbor number  as . The numbering will be conducted in 
such a manner that  has the following property:  . The same vectors in actual configuration  will 
be represented as a sum of  averaged component  and thermal component .

Let us assume that potential energy per one particle is represented by the following expression

  (2)

Here  is the set of all vectors for  the given particle;  is the set of all numbers of particles that 
interact with the given particle. Potential energy per particle can be represented in the form (2) for the majority of 
commonly used potentials. In particular, equation (2) is satisfied for pair potentials, embedded atom potential [9], 
Stillinger-Weber potential [10], Tersoff potential [11].

Derivation of Expressions for Thermomechanical Parameters

Let us derive the equation of motion of the particle with radius-vector  in the reference configuration. For the 
sake of simplicity, let us consider the case when volumetrical forces are absent. Let us denote potential energy 

per particle  as ,
 

 Using Lagrange approach one can obtain the equation of 
motion of the reference particle

            (3)
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where  is the current displacement of the particle, summation is conducted on the set . Calculating 
derivatives in equation (3) one can obtain

  (4)

Here  is the force acting between the given particle and particle . One can prove that the third Newton's 
law is satisfied for;  i.e., . In the case of pair interactions, one has . Note that  

 can be considered as a force only in this particular case. One can verify this statement on the example of 
embedded-atom potential [9].

Now let us obtain equation of balance of momentum for equivalent continuum. Let us average equation (4) 
and apply long-wave assumption. Also, let us use the following expression:

                    

Here long wave assumption was used. Substituting (5) into averaged equation (4) and comparing the result 
with equation of motion of continual media in Piola form, one can obtain the expression for Piola stress tensor 

 . Similarly, one can obtain the expression for Cauchy stress tensor . As a result, one has the following formulae: 

            (6)

One can see that tensor  is not symmetrical in the general case. Necessary conditions of the symmetry will 
be discussed later. 

Let us derive the expression for heat flux. For the sake of simplicity, let us consider the case, when volumetrical 
forces and volumetrical heat sources are equal to zero. Derivations will be conducted in the reference configuration. 
In this case, averaged specific total energy per volume  has the following form:

  (7)

Here E, K, U are mass densities of the total, kinetic and internal energies respectively. Differentiating K and  
U with respect to time, one can obtain the following expression for 

  (8)

Comparing equation (9) with equation of balance of energy for continuum one obtains the expression for heat 
flux in the reference configuration . Using the known connection between fluxes in different configurations one 
can obtain the expression for heat flux in the actual configuration . The results are as follows:

  (9) 

(5)
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Results and Discussion
Different expressions connecting Cauchy stress tensor with parameters of discrete systems are proposed in 

literature. Full reviews on this topic can be found in papers [4, 5]. In [5], it was shown that the majority of known 
expressions can be represented in the form proposed in paper [3]. Let us find the relation between this expression 
and the second of the formulae (6). The equation of thermal motion of the reference particle has the following 
form:

 (10)

Multiplying both part of the given equation by , averaging it and using long wave assumption one obtains

 (11)

On the one hand this expression can be used for the proof of symmetry of Cauchy stress. Thereto one can 
calculate vector invariant of both parts of equation (11).

 (12)

The first expression in the right side of this equation is equal to the derivative of moment of momentum, 
which corresponds to thermal motion. Let the averaging operator includes spatial averaging over significantly 
big volume and let us assume that thermal motion does not lead to macroscopic rotation of the volume. Then the 
first term in (12) is equal to zero. One can show that the second term is equal to zero as well in the case, when 

potential energy has form 
 

 Therefore, one can conclude that in this particular case 
. Thus spatial averaging is necessary for symmetry of the stress tensor.

On the other hand, one can consider stationary state.1  In this case, one obtains

 (13)

Thus, in the particular case, formula (6) is similar with the expression used in [3,4].

Conclusions
Generalization of approach for transition from discrete system to equivalent continuum proposed in [6] was 

conducted. Two main principles were used for transition: decomposition of motions into continual and thermal 
parts and long-wave assumption [1]. The decomposition was conducted by means of averaging operator of general 
type. It was proposed to represent potential energy per particle as function of all vectors connecting the given 
particle with its neighbors. Transition from the equation of motion of discrete system to equation of motion for 
continuum was conducted. Expressions connecting Cauchy and Piola stress tensor with parameters of a discrete 
system were obtained. It was shown that in the general case the discrete analog of Cauchy stress tensor can be 

1 In the stationary state, the average components of all physical values are constant in time and space.
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unsymmetrical. The symmetry was proven in the case when potential energy per particle depends on distances 
between the particle and its neighbors and angles between bonds created by the particle. Also, it was shown that 
spatial averaging is required for symmetry of the stress tensor. Thus, it was proven that averaging operator cannot 
be taken arbitrary. It was shown that expression for Cauchy stress tensor is similar with expression proposed 
in [3,4]. Equation of balance of energy was considered. The expression for connection between heat flux and 
parameters of discrete system was obtained.
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The effects of high dose-rate ionizing irradiation of insulators are discussed.

Introduction
Research on the effects of ionizing radiation has led to many advances in materials science during the last 

several decades. Much of this effort has focused on materials issues such as defects and their effects on electrical 
properties [1-4]. In the research described in this paper, the effects of high dose rates of energetic radiation are 
considered as a function of time during and after the irradiation. To make these problems tractable, the phenomena 
at different time scales are studied with different computational methods. These efforts are unified by their focus 
on radiation-induced conductivity measured at times long compared with the underlying atomic phenomena. 

The physical phenomena in ionizing radiation effects on an insulator are illustrated in Figure 1. This schematic 
shows the valence and conduction bands of an insulator with a large bandgap sandwiched between two heavily-
doped semiconductors. The heavy doping causes these semiconductors to have metallic conductivity. Thus, this 
metal-insulator-metal structure behaves as a capacitor.

At very short times, an initial hot electron-hole pair is shown. It is assumed that these particles have energies 
much greater than the bandgap of the insulator. In the subsequent snapshots, the initial energetic particle generates 
electron-hole pairs by impact ionization. This process is also assumed to create lattice defects.

A key objective is the transient electrical current created in this capacitor for a given radiation pulse as a 
function of voltage applied to the capacitor. This voltage is applied before the irradiation pulse starts. Thus, the 
calculations show the transient current induced by irradiation of an initially charged capacitor. 

The three snapshot images of this capacitor structure are intended to show the events as a function of time. 
These times can be taken as femtoseconds, picoseconds, and nanoseconds for the three cases, respectively.

Figure 1.  Shows radiation effects as a function of time. The filled circles are electrons, open circles are holes, and short lines are defect energy levels. 
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The electrical effects of defects are often important in controlling this transient current [1-5]. Such defects 
introduce additional energy states in the bandgap of a material. The figure shows an existing set of defects, but the 
density of defects is assumed to vary during the irradiation events depicted in the figure.

In the intermediate snapshot, the density of electrons and holes has increased because each hot electron 
or hole can generate another electron-hole pair. This generation of electron-hole pairs cools the electrons and 
holes. In contrast, Auger recombination of an electron-hole pair heats either an electron or a hole. Eventually, 
the competition between these processes produces a quasi-equilibrium distribution characterized by a carrier 
temperature that is large compared with the lattice temperature.

The electrons and holes also cool by emitting phonons, thereby heating the lattice. Eventually, the carrier 
temperature cools to the lattice temperature. The electrons and holes can also create neutral electron-hole pairs 
called excitons that may persist until they release their energy by emitting a photon or by recombining at a lattice 
site. This latter process can displace an atom [6]. This displacement of an atom creates two defects, the interstitial 
atom and the vacancy. These defects, schematically depicted in the figure, can also act as carrier recombination 
centers. In principle, the emitted photons can create more electron-hole pairs, but this effect is ignored.

In the final snapshot, the carriers have cooled to the lattice temperature. The density of defects has been 
increased but some defects have healed in the sense that interstitials and vacancies have recombined to place the 
atom back on a lattice site again.

Theory
As stated above, a particular focus of this study is the electrical and optical responses of this material. At long 

times, this response can be stated as the low-frequency portion of the optical conductivity σ(ω,κ). This response 
can also be expressed as the dielectric function σ(ω,κ) of the material. These two tensor quantities are related:

 (1)

To be more specific, the electrical effects are associated with the longitudinal portion and the optical effects 
are associated with the transverse portion of these functions. 

The phenomena at very short times can be computed using a time-dependent density functional theory (TDDFT) 
method to obtain the dielectric function [7-11]. In this method, the many-body quantum density is propagated in 
time, and the resulting quantities can be analyzed to determine the dielectric function. This calculation involves 
the simultaneous evolution of two objects, an auxiliary wave-function and a polarization vector potential. The 
dielectric function is directly related to the ratio of the polarization vector potential and the perturbing vector 
potential. To include the ionizing events, the simulations are perturbed from a nonequilibrium state that can 
be arbitrarily constructed from the auxiliary wave-functions or achieved through a perturbing time-dependent 
field. Some of these contributions to the conductivity, such as carrier-carrier scattering, will also be computed by 
solving the Boltzmann equation in which these effects are included in an approximate way.

The phenomena at intermediate times are computed using a molecular dynamics method in which the effects 
of the hot carriers are included as a heating term. The phenomena at long times are computed using a continuum 
method to solve for the transport of electrical current in the presence of defects that can trap and recombine the 
electrons and holes. This method also allows for the inclusion of defect reactions to include the effects of the 
interstitial-vacancy pairs, and it also includes the effects of carrier heating.

Hjalmarson, H. P. et al.
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Results and Discussion

The electrical effects of defects in a capacitor structure under irradiation are discussed in this section. These 
defects are assumed to be present in the insulator prior to the irradiation. In other words, the creation of new 
defects by the radiation is ignored in these calculations. The effects of carrier heating are not included in these 
calculations, and carrier-carrier scattering effects on carrier mobility are not included. 

The silicon dioxide insulator layer is assumed to be 1 micron thick and the silicon semiconductor layers are 
also 1 micron thick.

Figure 2 shows the transient current following ionizing radiation of three different dose rates. Each family 
of current-voltage curves shows the current as the voltage is increased by factors of ten. To be specific, the 
voltages are 0.01, 0.1, 1.0, 10.0, and 100.0 V. The irradiation at the dose rate of 104 rd/s produces a current that 
reaches a steady-state condition. For the three lowest voltages, each of the current-versus-time curves has a linear 
dependence on voltage. This can be seen as a displacement up by a factor of ten as the voltage increases by a factor 
of ten. However, the two current-time curves for the two largest voltages reveal that a saturation is approached at 
high voltages. By inspection, the current for the largest voltage is nearly unchanged by increasing the voltage. In 
this case, the voltage is high enough that all the electrons and holes are extracted. 

The second family of curves, for an irradiation at 108 rd/s, looks similar. The increase in dose rate shifts the 
entire family of five current-voltage curves up by approximately 1e4 corresponding to a linear dependence on 
radiation dose rate. In this case also, the currents become saturated at the highest voltages.

The irradiation at the highest dose rate, 1012 rd/s, produces a qualitatively different effect. For each voltage, 
the current reaches a quasi-steady state at very short times, but then it falls to a lower value by a factor of 20. 
This effect is caused by a polarization of the electron-hole plasma by the electric field. The creation of this charge 
dipole contributes to the current at short times. However, once the polarization has been created, the current drops 
to a new steady-state value and it then remains nearly constant. 

Finally, the current does not saturate at high voltages for the irradiation at this highest dose rate. The absence 
of saturation is not understood at this time, but it appears to be caused by the fact that the current is controlled by 
intrinsic plasma effects rather than the defects as in the lower dose-rate calculations.

Figure 2.  Transient current as a function of time.
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Conclusions
The electrical effects of ionizing radiation depend on defects and radiation dose-rates. These effects have 

been demonstrated by discussing a simple transient electrical calculation for a capacitor structure.
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A plasma model of relaxation of a medium in heavy ion tracks in condensed matter is proposed. The 
model is based on three assumptions: the Maxwell distribution of plasma electrons, localization of 
plasma inside the track nanochanne,l and constant values of the plasma electron density and temperature 
during the X-ray irradiation. It is demonstrated that the plasma relaxation model adequately describes 
the X-ray spectra observed upon interaction of a fast ion with condensed target. Assumptions of plasma 
relaxation model are validated by the molecular dynamics modeling and simulation.

Introduction
Beams of fast heavy ions can be obtained from electro-magnetic accelerator as well as from plasma of short 

laser pulses. Due to beam absorption features in condensed matter, these beams are widely used for a number of 
important technical and medical applications. The interaction of single fast heavy ion with condensed matter leads 
to the formation of a track. On the initial stage of track formation, the excited channel is created with transverse 
size of about 1 nm as it is illustrated in Figure 1a. Due to ionization of the target atoms by the Coulomb field of 
a projectile ion a number of multicharged ions appears in the channel. The following relaxation of the channel 
can be studied experimentally by measuring X-ray spectra generated by radiative decay of autoionizing states of 
these ions [1,2,3]. 

The conventional model to interpret X-ray spectra is based on the assumption that the relaxation of different 
ions is independent of each other, and the excitation of surrounding target medium is not taken into account [4]. 
In this case, the intensity of the X-ray spectral line is proportional to the corresponding multiple ionization cross 
sections of ion Z multiplied by the branching factor AZ/(AZ++ Γ Z), where AZ is the radiative transition probability 
and Γ Z is the autoionization probability. In what follows, we recall this model as an “atomic relaxation” one [1]. 
But it is well known that the plasma-like environment arising after the initial ionization enables a wider range of 
relaxation processes for the excited ions. For example, owing to the collisions with free electrons, the initially 
excited Z ion can either be ionized or recombine before filling the K vacancy upon the radiative transition. It 
means that the initial excitation of the Z ion could actually result in formation of ions with different charge states 
with K vacancies and, hence, could lead to emission of spectral lines of ions with Z’ ≠ Z. In this case, the observed 
X-ray spectrum should reflect not only the characteristics of the interaction of the projectile ion with the target 
atoms but also the parameters (temperature and density) of the plasma formed. 

The conclusion about generation of plasma inside the track of a fast heavy ion was drawn quite long time 
ago. Moreover, it was noted there that the plasma was strongly coupled (nonideal). The model to describe the 
relaxation of plasma created by single fast ions with total energies of 0.1 – 1.0 GeV is proposed in this paper. 
This model is based on (1) the conclusion that the solid-density nanosize plasma in the area of projectile-target 
atom interaction is created; (2) the solution of the time-depended equations of the collisional-radiative kinetics to 
describe the evolution of an initially created excited state. 
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Three time stages of the formation of a nonequilibrium strongly coupled solid-state nanoplasma in the region 
of the track are considered.

Figure 1.  (a) Plasma channel created by a single fast ion slowing down in condensed matter. (b) Steady-state radial profile of the electron number density in the electric 
double layer for electron temperatures of 14 and 25 eV. The distance from the track axis r is in units of the interatomic distance a. The arrangement of ions in the track 

cross-section is given on the insertion. 

Plasma Relaxation Model

At the initial stage (~10-2 fs) the state of the medium is described by the conventional atomic relaxation model 
[4] (i.e., is defined by the multiple ionization of target atoms by a projectile). The initial channel of ionized matter 
is produced with the transversal diameter of several nanometers and electron density of ne ~ 1023 cm-3 (for ion 
charges Z = 2 – 6). Ions with K-shell vacancies are localized in the vicinity of the channel axis. Although their 
fraction is relatively low, they are responsible for the appearance of X-ray emission spectra. To clarify, we will 
consider a solid target consisting of atoms having fully populated K and L shells and several electrons in M-shell. 
Initially, both free electrons and different multicharged ions with single K-shell vacancy, n L-shell vacancies and 
fully ionized M-shell are produced in the area of a single fast ion track. The populations Nn of the states with 
n vacancies in the L shell are proportional to the cross sections σn of the multiple ionization of the target atom 
by the field of the projectile ion. According to atomic relaxation model, σn depends on the probability pL(0) of 
ionization of the L-electron at collision with the zero impact parameter (see, for example, [4]). This probability is 
the function of the projectile ion charge, target atom nuclear charge, and the projectile ion velocity. Unfortunately, 
the exact calculation of this quantity is a very complex problem, so pL(0) is considered as the first free parameter 
of our model.

The second stage of track relaxation process was studied by nonequilibrium molecular dynamics (MD) 
simulations [1]. The initial structure of ions in the cylinder cross-section is shown in the insertion to Figure 1b. 
This cell is periodically extended along Z-axis with the period a equal to the edge of hexahedron. Although this 
is arelatively rough approach to the real ion structure in SiO2, it is appropriate to estimate the required relaxation 
times and describe the evolution of free electron density and velocities in the central track area.

As the plasma is largely neutral, spreading of the electron cloud produces a positive charge in the track center 
and a double electric layer on the track surface. The ion motion can be neglected when studying the dynamics 
of electrons. The steady-state radial density profiles of electrons obtained by MD simulations for two cases of 
25 and 14 eV are shown in Figure 1b. The first peak at r = a corresponds to the outer ion shell. It follows from 
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our calculations that the number of electrons remaining in area r < 1.5a decreases not more than below 85% of 
initial density. These electrons form the plasma around radiating ions, which is dense enough for the collisional 
relaxation of ions. For both cases, Maxwell distribution of free electron temperature is established on the timescale 
less than 1 fs. Since this time is an order of magnitude lower than the time of K-shell spectra emission, one can 
assume that the electron subsystem is in a stationary state during the whole time of spectroscopy data acquisition.

Further evolution (tens of fs) of initially created charge state distribution for the ions with K-shell vacancies 
(see ion level scheme in Figure 2) is described by the system of time-depended equations of collisional-radiation 
kinetics. For ion Z with (n+1) electrons, see Figure 3.

We use the following assumptions to decrease the number of equations and correspondingly simplify the 
problem. First, only ground configurations of the ions and their lowest-lying autoionized configurations are 
included. Second, it is assumed that the populations of neighboring ion levels are proportional to their total 
statistical weights. It is related to the fact that the probabilities of collisional transitions between these levels in a 
solid-state plasma exceed the probabilities of the radiative and autoionized transitions. As a result only one level 
(e.g., 1s2l(n+m)) is introduced in calculations instead of the great number of terms related to the configurations 
1s2sn2pm (2S+1)L(2J+1).

Figure 2.  The scheme of Si ion levels and processes taking into account in the plasma model of track relaxation.

Figure 3.  Kinetic equation for the autoionizing state of ion Z with (n+1) electrons.
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The solution of the system of kinetic equations with the initial population values defined from atomic relaxation 
model makes it possible also to calculate the emission spectrum of fast ion track plasma channel. Total intensity 

IZ of an array of unresolved satellite transitions in the ion Z is determined by the expression, 

where AZ is the probability of the radiative decay of the autoionizing state and τplasma is plasma lifetime. The 
relaxation for the most abundant ions is completed in 10-20 fs, and then the populations of their autoionizing 
states become relatively low. Thus, the main contribution to X-ray radiation of plasma results from the times 
when the plasma is not only extremely nonequilibrium but also strongly nonstationary. Accordingly, the value 
of τplasma = 20 fs is used in our spectra simulations. The group of dielectronic satellite lines for every ion charge 
state Z consists of a number of radiation transitions inside a narrow spectral range of about 0.05 Å. Usually, these 
transitions are unresolved and registered as a spectral peculiarity with the overall profile width defined by the 
distribution gZAZ(λ) rather than by broadening of individual lines. For spectra simulation, the spectral functions 
describing the shape for satellite groups were taken out of the experiment [2,3]. 

Determination of Plasma Nanochannel Parameters Using X-ray Spectra

The most detailed experimental studies of the X-ray spectra emitted under interaction of fast heavy ions with 
condensed targets were done recently in the linear heavy ion accelerator facility UNILAC (GSI, Germany) 
[3,4]. Among others, the interaction of Ni(58) and Mg(26) fast ions with low (0.15 g/cc) bulk density quartz 
aerogel and solid Al targets was investigated, correspondingly. The use of the aerogel target allowed the track 
length to be expanded up to 2 mm and provided the spatial resolution of the spectra along the track. Ions with 
the energy of 11.4 and 5.9 MeV/amu were focused into the 2 mm spot at the edge of a target. The target was 
exposed to a beam current of ~ 0.1 µA for 2 to 3 hours. Such a low current provided the average time interval of 
10 ps between single ion propagation. Therefore, the measured spectrum can be considered as an average over 
the independent acts of a single heavy ion interaction with the cold target matter.

Figure 4.  X-ray spectra of Si (a) and Al (b) multicharged ions excited by single fast ions with energy of 11 and 3 MeV/amu: black lines are spectra measured in [2,3]; blue 
lines are spectra modeled according the atomic relaxation model, and red lines correspond to the plasma relaxation model.
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The dielectronic satellites to the Heα resonance line for every charge state of the Si and Al target ion were 
registered. The experimental data are compared with modeling ones. Although only two fitting parameters pL(0) 
and Te are used, a good agreement for all 6 to 8 satellite groups is obvious (see Figure 4). Whereas even the best 
fit for the former atomic relaxation model as it is seen from the left part of this figure (blue lines) fails to describe 
the experimental results, it confirms the validity and self-consistency of the plasma relaxation model and allows 
us to propose the X-ray spectroscopy method to measure the plasma temperature inside the fast heavy ion track.

Table 1 represents the values of pL(0) and Te obtained by the simulation of the experimental data considered. 
As seen, the value of pL(0) depends very weakly on the projectile ion energy in the range of Е ~ 3-11 MeV/
amu. The values of pL(0) and their energy dependence for the interaction of Ni+14 ions with Si targets have not 
been described before. In contrast to pL(0), the plasma temperature increases significantly with projectile ion 
slowing down to Е ~ 3 MeV/amu. The latter reflects the fact that the linear energy loss of the projectile ion is 
increasing along with the stopping process from 11 to 3 MeV/amu.

The last three columns in Table 1 contain the values of the electron-electron nonideality parameter Γ ee, the 
formal number of electrons in the Debye sphere ND and the degeneracy parameter θ. It follows from Table 1 that 
the electron gas in heavy ion track in solids is nondegenerate and essentially strongly coupled. Note that recently 
it was shown also by X-ray spectroscopy methods that strongly coupled plasma is created in laser-driven shock-
compressed targets [5].

Table 1. The plasma parameters determined from spectra simulation according the plasma model for the experimental conditions and data obtained in [3,4].

Conclusions
The plasma relaxation model is considered to describe the excitation of solids by single fast ions with energies 

of 0.1–1.0 GeV. Three time stages of the formation of nonequilibrium strongly coupled (nonideal) solid-state 
nanoplasma are studied in the region of the track. The creation of initial ionized channel at timescale of 10-2 fs 
with nanometer transversal diameter and electron density of ~ 1023 cm-3 (Z = 2 - 6) is described by the conventional 
atomic relaxation model. At second stage (≤ 1 fs), Maxwell distribution of free electrons is established with 
the temperature of tens of eV. The electric double layer with thickness of about interatomic distance is formed 
around the initial channel. The next relaxation stage (tens of fs) is described by the time-dependent equations of 
collisional-radiation kinetics. The ions are stable in the crystal lattice so that the band structure is retained while 
the matter is still deeply ionized. The nanoplasma lifetime is defined by recombination rates and amounts of 
several hundreds fs. 

Projectile - 
Target

Projectile 
energy 

(MeV/amu)

Electron 
density 

(1023cm-3)

Measured 
parameters ND Γ ee θ

pL(0) Te (eV)

Ni+14 – SiO2 11 4.5 0.33 14 0.13 1.3 0.18
Ni+14 – SiO2 6 4.5 0.335 15 0.15 1.2 0.16
Ni+14 – SiO2 3 4.5 0.34 25 0.32 0.71 0.076
Mg+7 – Al 11 4.0 0.235 25 0.34 0.68 0.067
Mg+7 – Al 3 4.0 0.285 40 0.69 0.43 0.033
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X-ray K-shell spectra of solid quartz and Al targets excited by 100–600 MeV single ions [2,3] are explained 
with a good agreement between the proposed model simulation and the experimental data. Both the agreement 
and MD modeling confirm the validity and self-consistency of the plasma relaxation model. Plasma parameters 
were found that allow us to conclude that the strongly coupled plasma nanochannel is created on the timescale 
of tens of fs after single fast ion propagates through solid media. The X-ray spectroscopy method is proposed to 
measure plasma temperature within the nanochannel. The obtained results can be used to study further stages of 
heavy ion track evolution up to, finally, a change in the material properties with accumulation of tracks. 
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The quantification of the production of primary defects via displacement cascades is an important 
ingredient in the prediction of the influence of radiation on the performance of electronic components 
in radiation environments. Molecular dynamics simulations of displacement cascades are performed 
for GaAs  The interatomic interactions are described using a recently proposed Bond Order Potential, 
and a simple model of electronic stopping is incorporated. The production of point defects is quantified 
as a function of recoil energy and recoil species. Correlations in the point defects are examined. There 
are a large number of anti-site defects nearest-neighbor pairs as well as di-vacancies and larger order 
vacancy clusters.

Introduction
Radiation damage and ion implantation in materials have been studied via molecular dynamics for many 

years [1,2,3]. A significant challenge in these simulations is the detailed identification and quantification of the 
primary defect production. For the present case of a compound semiconductor, GaAs, there are a larger number of 
possible point defects compared to elemental materials; two types of vacancies, two types of interstitials and anti-
site defects. This is further complicated by the fact that, in addition to the formation of point defects, amorphous 
zones may also be created [4].  

The goal of the current work is to quantify the production of primary defects in GaAs due to radiation 
exposures. This information will be used as part of an effort to predict the influence of radiation environments 
on the performance of electronic components and circuits. The data provide the initial state for continuum-level 
analysis of the temporal evolution of defect populations. For this initial state, it is important to know both the 
number of the various point defects that may be produced as well as the initial spatial correlations between the 
primary defects. The molecular dynamics simulations employ a recently developed Bond Order Potential (BOP) 
for GaAs [5]. The analysis of the resulting atomic configurations follows a generalization of methods presented 
previously for elemental Si [6]. The number of point defects of various types, exclusive of the amorphous zones, 
is predicted as a function of recoil energy. It is also shown that certain primary point defects are initially formed 
in binary or larger clusters.  

Method
Interatomic Potentials

Development of an interatomic potential for GaAs is more challenging than for the elemental semiconductors 
due to the increased number of required interactions, the larger space of properties and the increased complexity of 
the bonding. Three of the existing potentials for GaAs are based on an extension of the functional form proposed 
by Tersoff for the modeling of Si and other covalent systems [7]. The first such potential was developed by Smith 
[8]. The parameterization of this potential was later modified by Sayed [9]. Studies with these potentials showed 
that they have significant shortcomings with regard to surfaces, melting behavior, point defect properties, and 
relative energies of alternate crystal structures [10]. For these reasons, the potentials are not viewed as reliable 
for defect simulations. More recently, a new parameterization of the Tersoff approach was performed by Albe, 
Nordlund, Nord, and Kuronen (ANNK) [11]. The strengths and weaknesses of these potentials for GaAs have 
been discussed in the context of vapor phase deposition by Murdick, Zhou, and Wadley [12].
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Recently, a new interatomic potential model for GaAs has been proposed [5], which is based on the analytic 
Bond-Order-Potentials (BOP) formalism that has been pioneered by Pettifor and coworkers [13-18]. The bond-
order potentials are based on a tight-binding description of the electronic bonding in sp-valent systems. The 
analytic forms are developed to describe both the σ- and π-type bonding for systems that form open phases, close-
packed structures, and compounds. While the physical motivation behind the BOP potentials is superior to the 
Tersoff potentials, the computational effort associated with these potentials is also substantially greater.

Molecular Dynamics Simulations

The molecular dynamics simulations of recoil cascades are performed via molecular dynamics using the 
following protocol. An ideal GaAs lattice is equilibrated at 300 K to provide the initial atomic positions and 
velocities. The cell has periodic boundary conditions in all three directions with a size dependent on the energy 
of the recoil to be considered. Some representative size and recoil energy combinations used are 64 000 atoms 
for 100 eV recoils, 216 000 atoms for 1 keV recoils and 4 096 000 atoms for 25 keV recoils. Note that for these 
sizes in the absence of any thermostat, the equilibrium temperature rise due to the added energy will be less 
than 24 K. Further, the net drift of the cell due to the momentum introduced will be less than, or on the order of,                  
5x10-3 nm/ps. For most of the computational cell, no thermostat is applied. However, there is a 2 nm thick layer 
on the faces of the cubic periodic cell where a Langevin thermostat is applied. This thermostat acts both to control 
the temperature of the system and to partially disrupt the propagation of waves passing through the periodic 
boundaries. An atom is selected in the initial cell and given a velocity appropriate to the desired recoil energy. The 
atom is located near the edge of the central, unthermostatted region of the cell such that its velocity is toward the 
center of the cell. In this way, the cascade will occur in the unthermostatted region of the cell.  

The dynamics are also modified to incorporate a simple model of electronic stopping. A frictional force is 
added to the dynamics to mimic the transfer of energy to the electronic system. For atoms with kinetic energy 
greater than 10 eV, the Lindhard-Scharf model gives this drag force. For atoms with kinetic energies less than         
5 eV, the drag force is zero. For atoms with intermediate kinetic energies, the drag force ramps up from 0 at 5 
eV to the Lindhard-Scharf value at 10 eV. Note that for the majority of the atoms in the system, this electronic 
stopping model does not alter the dynamics.

The molecular dynamic simulations are performed using the LAMMPS molecular dynamics program modified 
to implement the BOP interatomic interaction and the electronic stopping model. The calculations are performed 
using a variable time step determined from the maximum atomic velocity such that all displacements in a single 
time step are less than 10-3 nm, and in no case will the time step be longer than 1 fs.  

A major challenge in MD simulations of radiation cascades is the quantitative analysis of the defect 
production. The strategy used in the current work is similar in approach to earlier analysis of the damage in Si 
[6]. A computationally convenient method is to consider Wigner-Seitz cells located around each site of the ideal 
lattice and to compare the actual occupation of that site with the occupation in the ideal lattice. If they are the 
same, it is assumed that there is no defect. If the cell is empty, the site is a vacancy; if it is multiply occupied, 
it is an interstitial, and if it is singly occupied but with the wrong chemical species, it is an anti-site defect. The 
problem with this approach is that it implicitly assumes that the system is a near-perfect crystal with localized 
point defects. However, it is known that locally amorphous regions can be formed in radiation cascades. In such 
an amorphous region, the above criteria no longer make physical sense. In this work, the amorphous regions are 
identified by an analysis of the ring structures in the crystal (i.e., closed loops along nearest neighbor steps). In 
the diamond structure, the smallest rings involve six steps. In the case of amorphous Si, it is known that there are 
a significant number of five- and seven-member rings that are absent in the ideal crystal structure.  Following our 
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earlier work in Si [6], we identify amorphous regions as those were the density of five- and seven-member rings is 
above a threshold determined by the analysis of amorphous structures. The Wigner-Seitz cell analysis is then used 
to identify and count the number of defects of various types in the remaining nearly crystalline regions.

Results and Discussion
Threshold Displacement Energies

The threshold displacement energy is the minimum recoil energy required to produce defects and is a key 
parameter to validate interatomic potentials for displacement damage calculations. There have been several 
experimental studies of the threshold displacement energy in GaAs as reviewed by Pons and Bourgoin [19]. A 
recent compilation of displacement energies lists 10 eV [20] for GaAs. Based on the anisotropy of the defect 
production with the direction of electron irradiation, it is concluded that the defects formed at low energies are 
on the As sublattice. In comparing with the MD simulations, it is important to consider whether this means that 
defects are not formed on the Ga sublattice. Pons and Bourgoin [19] argue that very short-lived Frenkel pairs are 
formed on the Ga sublattice but they recombine quickly even at cryogenic temperatures. 

The computed threshold displacement energies for the BOP potential are in reasonable agreement with 
experiment, especially considering that the potentials are not fit to this quantity. The threshold for the formation 
of Frenkel pairs on the As sublattice is determined to be about 12 eV. This is close to, though somewhat higher 
than, the experimental value of 10 eV. The threshold for forming Frenkel pairs on the Ga sublattice is found to 
be somewhat lower than for the As sublattice, about 9 eV. As discussed above, Frenkel pairs on the Ga sublattice 
are expected to be very short-lived experimentally. Therefore, one cannot determine the threshold energy for the 
transient formation of these defects. By comparison, the ANNK potential shows a threshold for the production of 
Ga Frenkel pairs of between 10 and 15 eV for Ga PKAs and less than 10 eV for As PKAs. The threshold for the 
production of As Frenkel pairs is greater than 25 eV. This result is in sharp disagreement with the experimental 
observation that As Frenkel pairs are formed with a threshold of about 10 eV. The poor prediction of the threshold 
energy by the ANNK potential motivated the use of the more computationally expensive BOP potential.

Quantification of Defect Production

 A primary goal of this research is to quantify the number of defects produced in a displacement cascade. 
Figure 1 shows the results for the number of defects produced, excluding amorphous zones, as a function of recoil 
energy. The curves represent the average of ten simulations at each set of conditions with recoil directions chosen 
at random. Note that the difference in the defect production between recoils initiating on the Ga or As sublattices 
is small. Given the nature of a displacement cascade, this is not surprising. Somewhat more surprising is that 
there is only a small difference in the number of vacancies and interstitials produced between the two sublattices. 
Over the range of energies studied here, we observe that the number of vacancies and interstitials produced is 
approximately linear in the recoil energy. One also sees that the number of isolated anti-site defects produced is 
comparable to the number of vacancies and interstitials.

An important consideration for the subsequent evolution of the defect populations is correlations in the initial 
defect locations. One strong correlation observed is the tendency to form nearest-neighbor pairs of anti-site defects 
of the opposite character. The paired anti-site defects are not included in the sums for Figure 1c. Figure 1d shows 
the number of such anti-site defect pairs as a function of recoil energy. Note that the number of anti-side defects 
in these pairs is somewhat larger than the number of isolated anti-site defects. Another observation concerns the 
concentration of di-vacancies. Our studies of defect production in Si revealed that the initial number vacancies 
associated with di-vacancies and larger vacancy clusters is comparable to the number of mono-vacancies. The 



large number of initial di-vacancies has a strong impact on the evolution of the defect populations. In the current 
study, we find a similar conclusion that a large fraction of the vacancies are located in di-vacancy and larger 
clusters. The details of these initial vacancy clustering will be presented in a later publication.

Figure 1. The number of point defects exclusive of amorphous regions as a function of recoil energy: (a) vacancies, (b) interstitials, (c) anti-site-defects where A(B) 
indicates an A atom on a B site, (d) pairs of anti-site defects. The element in brackets denotes the sublattice of the initial recoil.
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Conclusions
Molecular dynamics simulations of displacement cascades in GaAs are performed using the BOP potentials. 

Amorphous zones are identified in the resultant structures by the presence of 5- and 7-member rings. The defects 
in the crystalline regions are identified via the occupation of Wigner-Seitz cells. The number of point defects is 
then determined for recoil energies up to 25 keV. It is found that many anti-site defects occur in nearest neighbor 
pairs and that there are significant numbers of di-vacancies in the primary damage state.
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MATERIALS  Properties and  Failure

The section considers different aspects of the effect of chemical 
reactions, defects, and impurities of all kinds on materials properties 
and failure. IPME RAS demonstrates a many-sided approach to 
the problem. Vilchevskaya and Freidin treat the oxidation zone 
formation in front of a crack and the interconnection between 
the zone and the crack growth in a polycrystalline silicon film. 
Continuum approximation is used. Krivtsov solves a similar problem 

by a molecular dynamics method. Vacancies, holes, and predefined cracks are considered. The oxidation of the 
initial and new specimen surfaces during the fracture process is taken into account. Indeitsev et al. describe the 
relaxation of stresses and degradation of material properties under the mechanical loading in a hydrogen-contained 
environment. The effect is demonstrated in gas pipeline modeling. Polyanskiy et al. analyze the influence of small 
hydrogen concentration on materials properties, and material fatigue and destruction are treated. Snow et al. 
use first principles density functional methods to investigate the atomistic behavior of helium in β-phase erbium 
hydride. Migration barriers are calculated; a concerted-motion mechanism is described. The age-related changes in 
plutonium physical properties that are induced by alpha-decay are considered by Chung et al. The ultimate goal of 
the work is to develop capabilities to predict metallurgical evolution driven by aging effects. Magnetic isochronal 
annealing curves are measured by McCall et al. for self-damaged α-Pu and several δ-Pu alloys. Distinct differences 
are observed between the magnetic and resistive annealing for δ-Pu; the onset of vacancy migration is strongly 
reflected in the magnetization signal. Fedotov et al. represent research on depositing properties of chemical nickel 
coatings modified with nanodiamonds or carbon content. A comparative analysis of microstructure, physical, and 
mechanical properties is carried out.

Genri Norman, Joint Institute of High Temperatures (JIHT), Moscow, Russia

The distribution of the von Mises stress in the 
flange connection of the steel pipe line.

Section III:

III-2 Modeling Coupled Interaction Between Crack Growth, Diffusion, and Chemical Reactions (IPME)

III-7 Influence of Defects Type and Chemical Reaction on Fracture Initiation, Molecular Dynamics Study (IPME)

III-12 Determination of the Small Hydrogen Traps as Nucleus of Fatigue and Destruction (IPME)

III-17 First Principles Study of Site Occupation and Migration of Helium in β-phase Erbium Hydride (SNL)

III-21 Theoretical Model for the Hydrogen-Material Interaction as a Basis for Prediction of the Material Mechanical Properties (IPME)

III-26 Properties Research of Chemically Deposited Nickel Coatings Modified with Nano Diamonds (VNIIA)

III-31 Evolving Metallurgical Behaviors in Plutonium from Self-Irradiation (LLNL)

III-34 Isochronal Annealing of Radiation Damage in α- and δ-Pu Alloys (LLNL)

Advances in  MATERIALS ScIEncE

MATERIALS 
       Properties and Failure



III-2

MATERIALS  Properties and  Failure

III-2

Modeling Coupled interaCtion Between CraCk growth, diffusion, and 
CheMiCal reaCtions

E. N. Vilchevskaya, A. B. Freidin
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Russian Academy of Sciences (RAS), Saint Petersburg, 199178, Russia

The model is suggested to describe the oxidation zone formation in front of a crack and the interconnection 
between the zone and the crack growth in a polycrystalline silicon film. The simplest realization of the 
model within the framework of Barenblatt-Dugdale cohesive zone approach is suggested. The crack 
growth description is based on the critical crack opening criterion. It is shown that the crack will not 
grow until the oxide size reaches a certain value. Then the crack begins to grow and reaches the oxide 
boundary after some time. If there is a gap between critical crack opening values in polysilicon and 
silicon-oxide, then the further crack growth rate is determined by the velocity of the chemical reaction 
front until the critical crack opening for polysilicon is reached.

Introduction
Micron-scale polycrystalline silicon thin films as used in microelectromechanical systems (MEMS) are known 

to fail in cyclic fatigue in ambient atmospheres [1,2]. The mechanisms associated with such fatigue failures 
involves sequential oxidation and environmentally assisted crack growth solely within the SiO2 layer (Figure 1).

Figure 1. Oxide formation at the root of the notch [1].

In this paper, we consider a polycrystalline silicon film with a small crack and defelop a model directed to the 
description of crack growth due to the oxidation of silicon. Following Muhlstein et al. [1], we divide a body into 
three zones: a fracture zone (a crack itself), a diffusion (transport) zone of oxide trough which chemically active 
components are delivered, and a chemical reactions zone near the interface between polysilicon Si and silicon-
oxide SiO2 (the chemical reactions front).

We consider a straight line crack in a thin specimen. A plastic zone near the crack tip is represented by the 
Dugdale model [3]. We assume that chemical reactions and diffusion are also localized in a thin layer in front 
of crack. The motivation is increasing the chemical activity of a plastically deformed material. As a result, the 
diffusion problems become a one-dimensional problem. The diffusion equation takes the form

            (1)

Vilchevskaya, E. N. et al.
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where c is the partial molar concentration of oxidizing species, J is the flux, µ is a chemical potential, β is the 
molar mobility, the term qcα represents the sink (recombination) of oxidizing component, α is the order of the bulk 
recombination, q is the rate coefficient of the recombination.

We assume that the oxidizing component concentration is given at the external oxide surface and coincides 
with the concentration at the crack tip, that is,
  
                (2)

The oxidizing component concentration on the interface x = x* (t) between SiO2 and Si is controlled by the 
balance of the diffusion influx and the deflux due to oxidation reaction. The last is accepted to be proportional to 
the concentration. Then neglecting recombination processes, we have 

  (3)

where k is a parameter of the reaction.

The velocity V of the chemical reactions front is determined by the mass balance 

  (4)

where g is the concentration of soluble components (i.e., the concentration of Si that participates in the reaction 
equal to the concentration of SiO2). Note that silica formation first of all takes place in the inter-crystallite space. 
The multiplier n is equal to the number of oxidizing units for forming one SiO2 unit. In a case of the oxidation by 
radicals OH or ions OH n = 2.

In the steady-state approximation 

  (5)

where l = l(t) is the crack length, i is the crack growth rate.

If the problem (1) - (5) is solved, then, given l, we know the lengths ξ* = x* – l of the oxide zone.

Since the oxide formation is accompanied by the volume increase, the oxide zone is under the action of 
compression acting from the side of a surrounding material. This compression is proportional to g and volume 
mismatch of Si and SiO2. On the other hand, oxide formation produces tension stresses in front of the diffusion 
zone. We do not have experimental evidence of crack initiation in front of oxide zone. This motivates that oxide 
induced stresses relax in front of the oxide zone because of plastic deformations.

To complete the statement, we have to formulate the fracture criterion. Various local fracture criteria, including 
the entropy criterion and energy balance/release criteria can be examined. The demonstration presented below is 
based on widely used critical crack opening criterion [3].

Results
To simplify the consideration we assume that the stress acting on the oxide segment is a known constant t* in 

the absence of external stress. This means that we relate these stresses only with the concentration of the oxide 
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and do not discuss how elasticity moduli changes due to chemical reactions affect the stress state. The distribution 
of the oxidant concentration c(ξ) affects only the size ξ* of the oxide zone.

The next simplification is related with the chemical potential. One of the opportunities would be to take µ 
as the trace of the partial Eshelby stress tensor. Suspending this opportunity, we accept now Fick's first law of 
diffusion: 

  (6)

where D is the diffusion coefficient. Then the problem (1) - (5) takes the form 

  (7)

To calculate stresses and the crack opening we use Barenblatt-Dugdale cohesive zone model (Figure 2). In 
the case of a crack (–l,l) under external uniform tension σο, the stress is calculated as the superposition of uniform 
tension σο and stresses in a body with a crack x ∈ (–l–a,l+a)  loaded at y = 0, x ∈ (–l–a,l+a) by normal stress –p(x), 

  

  (8)

where σs is the yield limit of polysilicon and ±(l+a)  are coordinates of the plastic zone ends. The size a depends 
on l and ξ*. The dependence is to be found from the condition that stress is not infinite [stress intensity factor for 
the segment  x ∈ (–l–a,l+a) equals zero], ξ* is found from the solution of (7).

Figure 2.  A crack with oxide and plastic zones in Barenblatt-Dugdale model.
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The crack growth description is based on the critical crack opening criterion. The opening 
                                            , where v is a vertical displacement, is given by known formulae. We assume that 

  (9)

where  is a critical opening for SiO2. We also believe that  where  is the crack-critical opening for 
polysilicon Si. Note that oxide layer is compressed by stresses induced by chemical reactions. Then the crack 
propagation in oxide is a result of competition between external and internal stresses.

The stress nonsingularity condition
 

  (10)

with p(x) given by (8) takes the form of the equation 

  (11)

where  σο is given by boundary conditions, and  can be considered as a time parameter. The dependence of  ξ* on 
time is found independently from the solution of the diffusion problem (7)

The criterion (9) takes the form of the equation 

  (12)

The solution of the system of two equations (11) and (12) gives the dependencies  l(x* ) and a(x* ) where the 
position x* of the chemical reaction front act as time.

Figure 3.  Crack opening δ ( x = l0 ) in dependence on the oxide zone size at various crack lengths l0. Given δc and 
l0, the incubation time corresponds to  ξ* at which the dotted line crosses the solid line.

The model predicts that the crack will not grow until the oxide size reaches a certain value. Indeed,                      
Figure 3 represents the dependencies of the opening δ ( x = l0 ) at the crack tip on the size of the diffusion zone  ξ* 
at various initial crack lengths l0. One can see that if  δ ( x = l0 ) < δc  then incubation time tin must pass before the 
crack starts. Oxide size must reach a value such that the opening at x = l0 will reach the critical value δc.
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Figure 4 represents the dependencies of the crack length and the 
positioin of the plastic deformation front on x*. The point A corresponds to 

 . The critical state (point B) corresponds to l = x* when the 
line of the solution l = l (x*) crosses the straight line l = x*. Then  
if the crack grows. If there is a gap between δc and , then the crack 
growth rate is determined by the velocity V of the chemical reaction front 
until the final instability moment .
        The above calculations have been made at the stresses: 

Conclusion
The model presented is developed as the simplest one that takes into account diffusion, chemistry, and 

stresses in the crack growth. The diffusion and stress problems remain to be uncoupled unless the dependencies 
of chemical potential and diffusion parameters on stress/strain are taken into account. Further progress is expected 
by considering stress assisted chemical chemical reactions and diffusion and developing numerical procedures for 
2D-modelling.
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A molecular dynamics model for fracture in a material with defects is presented. Crack initiation and 
development in specimens subjected to a uniaxial loading is investigated. Different types of defects 
(vacancy, hole, predefined crack) are considered. The oxidation of the initial and new specimen surfaces 
during the fracture process are taken into account. It is postulated that the material properties such as 
density, stiffness, and strength are changing due to the oxidation. Influence of the chemical reaction 
(oxidation) on the fracture scenario is investigated. The fracture process for specimens of different 
shape, with and without predefined defects, is studied.

Introduction
Molecular dynamics is powerful tool for modeling of fracture in material with various internal structure 

and defects distribution. In most of these models, only single-phase material is considered. However, in real 
applications, the fracture is closely connected with chemical reactions. In particular, for MEMS made from 
silicon, the oxidation process accompanying the fracture is essential, since the mechanical properties of the silicon 
dioxide differ essentially from those of the pure silicon [1].

The following model is suggested. The properties of particles adjusting to the surfaces are changed mimicking 
the difference between the silicon and its dioxide: the size of the particles became slightly bigger; the elastic and 
strength properties became substantially lower then for the initial particles. This change takes place immediately 
and involves the particles surrounding the original surfaces of the specimen and the particles near the new 
surfaces provided by the fracture and crack development. Since the size of the particles increases, this can provide 
separation of the pieces of material — the oxidization induced fracture. In this case, fracture and chemical reaction 
can stimulate each other, resulting in a self-generating process. Although mainly we will be studying situations 
when the fracture is induced by an external load, the possibility and conditions of such self-generation will be 
considered.

Computational Model
The simulation procedure applied in this work is similar to that used in [2,3].  It is described in more detail 

in [4,5]. The material is represented by a set of particles interacting through a pair potential Π(r).
The equations of particle motion have the form

 (1)

where rk is the radius vector of the k-th particle, m is the particle mass, N is the total number of particles, and 
f(r)= − Π'(r) is the interparticle interaction force. We use the following notation: a is the equilibrium distance 
between two particles (f(a) = 0), D =|Π(a)| is binding energy, C is the stiffness of the interatomic bond in 
equilibrium, and T0 is the period of vibrations of the mass m under the action of a linear force with stiffness C
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     (2)

We will use the quantities a and T0 as microscopic distance and time scales. For a particle of mass m that is 

in equilibrium in the potential field Π(r), its minimum velocity to reach infinity is  — so called 
dissociation velocity. We will use this quantity as a velocity scale. To measure the level of thermal motion in 
material the velocities deviation, Δv (mean-square value of random velocities) will be used. Let us consider the 
classical Lennard-Jones potential:

      (3)

where D and a are the binding energy and the equilibrium interatomic distances, introduced earlier. The 
corresponding interaction force f(r)= − Π'(r) has the form

            (4)

where Q is the interparticle force magnitude. In the case of the Lennard–Jones potential, the stiffness C and the 
binding energy D obey the relation C = 72D/a2; the force (4) reaches its minimum value (the bond strength) at

, where b is the break distance. The corresponding break deformation of the Lennard-Jones bond 
is . To speed up the computations, the shortened Lennard-Jones interaction is used [2] with the 
cut-off distance acut = 1.4a.

In case of oxidation, it is postulated that the properties of the particle are changing. The diameter and force 
magnitude for the oxidized particles will be denoted as ã and Q̃. For the silicon dioxide, it approximately fulfills

            (7)

The vector of interaction force between two original particles can be represented as following:

                 (8)

When one or both of the interacting particles are oxidized, then the interaction law takes the form

            (9)

where function Φ is calculated using average values for the particle diameter and force magnitude:

            (10)

indexes 1 and 2 correspond to the first and the second interacting particle. The law (10) independently of the 
particle sizes preserves the same width of the potential well.

For simulation, a two-dimensional material will be used, where particles are packed to form an ideal 2D close-
packed (triangular) crystal lattice. This is a simplified lattice; however, its symmetry is the same as the symmetry 
of surfaces of 3D crystal lattices, such as FCC and diamond (the last one is the lattice of silicon crystals). For the 
computations, periodic boundary conditions are applied at all boundaries. All specimens are subjected to uniaxial 
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loading by applying a small uniform deformation to positions of all particles and to the periodic boundaries. After 
each step of deformation, a step of MD computation is used. The deformation is changing according the formula

           (11)

where εmax is the maximum value of strain and tmax is the time of computation. The strain is directed along one of 
the sides of triangles, forming the lattice. The computation parameters are given in Table 1.

Table 1.  Computation parameters.

Results of Computations
The results of the computer experiment are presented in Figure 1. A single vacancy placed in the center of 

specimen is used to initiate a crack. In Figure 1a, no chemical reaction is taken into account. In this case, four 
straight cracks are propagating in crystallographical directions. In Figure 1b, c, the particles adjusting to the crack 
surfaces are subjected to oxidation that results in change of particle size (chemical inflation) and bond strength. 
The bond strength for the oxidized material in all experiments is taken three times lower than for the original 
material. The chemical inflation is 10% for Figure 1b and it is 15% for Figure 1c (e.g.,  
respectively). In the figures, the original material is shown by blue color, the oxide—by cyan, the empty space is 
white. From Figure 1b, it follows that oxidation stimulates the fracture: initial fracture zone appears in the vicinity 
of the initial vacancy where the oxidized material forms an elliptical area; the cracks are producing branches, 
substantially complicating the crack shape. 

Figure 1.  Comparison of the computational results for different rate of chemical inflation: (a) no chemical reaction, 
(b) 10% chemical inflation, (c) 15% chemical inflation.
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In Figure 1c, it is visible that when the chemical inflation is increased from 10% to 15%, then the amount of 
the oxidized material is greatly increased. The explanation of this phenomenon is that the break extension of the 
interatomic bond for the considered interaction potential is 11%. If the chemical inflation rate is greater than this 
value, then the chemical reactions produce a fracture in the material. The fracture creates new surfaces, where 
oxidation takes place, again producing the fracture, and so on. Thus, we have a self-developing process, wherein 
the chemical reaction and fracture stimulate each other. If the greater values of the chemical inflation are used, 
then this process can take place without external loading at all, resulting in very fast oxidation of the whole 
specimen. Also, the high chemical inflation can result in the crack closing, since the oxidized material requires 
more space than the original one.

Figure 2. Sequential stages of extension for the specimen with circular hole: (a) ε = 7%, (b) ε = 10%, c) ε = 13%, (d) ε = 15%.
 
Figure 2 shows the sequential stages of the fracture process for the specimen with a circular hole. The chemical 

inflation is 10%. No predefined crack is used, and the fracture starts just from the inner boundaries of the specimen. 
From the beginning, several cracks appear, and then the branching process produces a very complicated, fractal 
structure of the cracks. Comparison with extension of the specimen with a predefined crack is shown in Figure 
3, which shows, that the predefined crack localizes the beginning of the fracture in the specified area.  However, 
the developed crack due to its branching does not depend much on whether the predefined crack was introduced 
or not. 

Figure 3.  Comparison of 10% extension for the specimen: (a) without predefined crack,
(b) with predefined crack.

Comparison of the results for the different rate of the chemical inflation is shown in Figure 4. The specimen 
with a circular hole and predefined crack is used. As for the case of the fracture starting from a single vacancy, 
increasing the rate of the chemical inflation over the critical value of 11% results in abrupt increase of the oxidized 
area. The oxide is located not only in the vicinity of the crack, but also is forming a wide belt around the hole, 
forming a zone of plastic deformation.



III-11

MATERIALS  Properties and  Failure

Krivtsov, A. M.

Figure 4. Comparison of results for different chemical inflation: (a) 10%, (b) 12%, c) 15%.

Conclusions
A molecular dynamics model for the fracture accompanied by a chemical reaction was suggested. Crack 

initiation and development in specimens subjected to an uniaxial loading were considered. The oxidation of the 
initial and new specimen surfaces during the fracture process was taken into account. The material properties 
such as density, stiffness, and strength are changing due to the oxidation. The results of the computer experiments 
show that oxidation stimulates the fracture. The cracks are producing branches, substantially complicating the 
crack shape. The branching of the cracks forms fractal-like structures. If the rate of the chemical inflation is 
over the break extension of the interatomic bond, then an abrupt increase of the oxidized area can be observed. 
The explanation of this fact is that in this case, the chemical reactions produces fracture in the material. Thus, a 
self-generating process is realized, where the chemical reaction and fracture stimulate each other. For the greater 
values of the chemical inflation, this process can take place without external loading at all, resulting in a very fast 
oxidation of the whole specimen. 
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A method for investigation of materials fatigue and destruction is suggested. This method is based on 
the influence of the small hydrogen concentration on materials properties. The measurement of the 
hydrogen concentration and its binding energy enables one to determine the fatigue and destruction 
zones in the materials after the mechanical, fatigue and thermomechanical loading. 

Introduction 
Considerable concentrations of hydrogen contained in metals and nonmetals are often one of the causes of 

destruction. Saturation with hydrogen from the outside ultimately leads to hydrogen brittleness. 
Accumulation of hydrogen in the destruction zone occurs both by the influx from outside and redistribution 

of natural hydrogen inside the material. For practically all the structural materials, the concentration of natural 
hydrogen is from decimal ppm to several ppm, and there have been very few works on its influence on the 
mechanical properties.

It is known that the hydrogen in materials is found in the traps with different binding energies. In steels, the 
total hydrogen content is 0.1–6 n.cm3/100g, while it is only hydrogen with a low binding energy that affects the 
strength (i.e., diffusive hydrogen). In the aluminum alloys, the entire hydrogen diluted in the metal has a low 
binding energy, which is about 0.2–0.8 eV. The concentrations that are critical for the mechanical strength of 
weakly bound hydrogen in steels and aluminum alloys are also about decimal ppm. In the aluminum alloys, it 
includes the entire diluted hydrogen, while in steels it is up to 5% to 10% of the total amount of diluted hydrogen. 
Thus, the volume of the hydrogen traps with low binding energy is very small. 

Measuring such a low hydrogen concentration in the specimens of the mass of 1 g to 3 g presents a challenging 
scientific and engineering problem. Therefore, as a rule, any information on the relation between the hydrogen 
concentrations and the mechanical state of the metals was obtained after a preliminary saturation of the specimens 
by hydrogen. Such a saturation results in a distortion of the natural picture of hydrogen distribution over the traps 
with different binding energies, and thus the experimentally established laws do not always work in the case of 
pure mechanical loading.

We have developed a precision analyzer (AV-1) that makes possible an accurate measurement of low natural 
concentrations. The analyzer is so sensitive that we can measure the amount of hydrogen in the traps whose 
volume is thousands times smaller than the total amount of hydrogen extracted from the specimen. The method 
of high-temperature vacuum extraction by analyzer AV-1 was applied for investigating the defective structure of 
materials for fatigue failure and destruction under the uniaxial tension. The method developed for analysis of the 
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dynamic curves of vacuum extraction enables us to determine the binding energy and the volumes of traps of the 
various nature, as well as the constants of hydrogen diffusion in the specimen under examination.

Method of Investigation
Measurement 

The precision hydrogen analyzer AV-1 was developed for determining the hydrogen content in metals and 
alloys under the laboratory conditions and is used for output control of alloy castings. The analyzer utilizes the 
mass-spectrometric principle. The specimen preparation requires a vacuum extractor and an oven. The specimen 
inside the metal extractor is heated gradually up to an extraction temperature of 400oC to 900oC. The temperature 
needed for analysis is below the melting temperature of the specimen. The gases released at heating in vacuum are 
analyzed by means of the mass-spectrometer. The time-dependence of the hydrogen flux q(t) registered by means 
of the data acquisition system yields the so-called extraction curve. The extraction curve for specimen of AMg-5 
aluminum-magnesium alloy is displayed in Figure 1.

Figure 1. The extraction curve for aluminum magnesium alloy AlMg-5.

Estimation of the Hydrogen Binding Energy in Metal and the Diffusion Constants

The high sensitivity of AV-1 enables observing a number of maxima on the extraction curve. Analysing the 
position of the maximum and its shape, one can determine the binding energy, diffusion constants, and cumulative 
volume of the flow with the corresponding separate peaks, cf. [1].

Figure 2 shows the experimental curve for the monocrystal silicon. The hydrogen binding energy is indicated 
near the corresponding peak.

Figure 2.  Extraction curve for the monocrystal silicon, indicating the binding energies that correspond to the certain peaks of the curve. 
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The result of many tests confirms that the hydrogen inside metals and semiconductor materials has discrete 
energy levels (e.g., for the aluminum alloys, two to four levels are observed within the range 0.2 to 0.8 eV).

Results and Discussion 
For our analysis, we took the titanium tubes of a steam generator (diameter 22 mm, thickness 2.6 mm), which 

had been subjected to cyclic nonuniform heating. The temperature of the cold part of the tube was 100oC and that 
of the hot part was 300oC. The temperature drop within the 15 cm length was about 200oC. The ends of the tube 
were fixed which results in the thermal strains. After approximately 15,000 loading cycles, the fatigue cracks 
formed at the point with minimum temperature.

To analyze the hydrogen content, the tube was cut into small specimens. The schematic of the specimens’ 
positions relative to the crack is shown in Figure 3.

Figure 3. Schematic of the titanium tube with the crack and the specimens’ positions 
relative to the crack. The red denotes the hydrogen concentration values of 498 [ppm] 
while the orange and yellow ones stand for 329 [ppm] and 186 [ppm], respectively. 

The hydrogen content in the tubes was controlled before the steam generator started. The initial content was 
20 [ppm]. In the process of operation, the hydrogen content in the tube went up by more than 10 times, while that 
in the destruction zone increased by 25 times. In the destruction zone, the hydrogen concentration is 2.5 times 
higher than that in the other parts of the tube. Therefore, one observes the absorption of hydrogen from the outside 
and its redistribution into the fatigue destruction zone.

The full concentration of hydrogen is not the only indicator of accumulation of the defects. The shape of 
the extraction curve on the fatigue crack zone is of special interest. The experimental curves in Figures 4 and 5 
show that the last peak area in the specimens after loading is the largest one if we compare it with the unloaded 
specimen.

           Figure 4.  Experimental extraction curve of the unloaded specimen.                                               Figure 5.  Experimental extraction curve of the specimen after loading.

The gases are known to dilute in metals [2]. In many cases, the gases that do not form stable chemical 
compounds with the alloy components are accumulated on the grain boundaries in the traps of various natures. 
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There exists a method of examining the dislocation structure of solids by low-temperature saturation of metals 
with inert gases (helium, argon, etc.). Upon subsequent heating of the specimens, the dynamics of gas release 
is studied. The dynamic curves of the gas release—extraction curves—are used for determining the dislocation 
density and the rate of change in the dislocation density. It was experimentally discovered that the adsorption of 
gas molecules with a very high binding energy was possible in the micro-defects on the free surface of the crystal. 
For example, the binding energy for chemically inert helium is about 1 eV, which is close to the chemical bond 
energy [3]. 

In many cases, it is impossible to explain the increased concentrations by hydrogen diffusion from the 
environment as the natural hydrogen concentration in the air is 0.5 ppmv. The literature provides descriptions of 
two mechanisms of hydrogen accumulation, which are the transfer by micro-defects inside the material and the 
release of hydrogen from water under corrosion. 

In our experiments, we managed to study the fine structure of hydrogen bonds in metal. We studied natural 
concentrations and discovered that the fatigue phenomenon is accompanied by accumulation of the bound 
hydrogen. The accumulation itself can be explained by the processes of hydrogen transfer at formation of new 
structural micro-defects in the destruction zone. It is most probable that due to the strains, the hydrogen is bound 
with free surfaces and it causes weakening of the material due to a reduction of the free energy and fixation of the 
defects. After rupture, the tensile stresses disappear, and the hydrogen is squeezed out into a weakly bound state.

We are of the opinion that the hydrogen has the discrete character of the energy levels in the solid body. 
Therefore, each peak of the extraction curves corresponds to a different character of the hydrogen bond with the 
crystal lattice of the material. 

If our hypotheses are correct, then the prevention of hydrogen diffusion in materials serves to substantially 
increase in its fatigue strength and the maximum deformations. The same effect can be obtained by decreasing 
the gas permeability of the material surface (e.g., by designing parts with an increased surface tension or by using 
special coatings). The absence of hydrogen inflow from the outside will increase the service life of the part. 

This fact makes it possible to use the measurement results for hydrogen concentration distribution according 
to binding energies not only for analysis of the causes of destruction and material quality control, but also for the 
development of new materials with enhanced mechanical characteristics.

Application of the methods developed to nonmetallic material opens yet another application area of hydrogen 
diagnostics.

Conclusions 
• We have developed the equipment that makes it possible to obtain information on the structure of hydrogen 

bonds within the material according to the hydrogen extraction curve at heating a specimen in a vacuum. 
The accuracy of determination of the extraction curve makes it possible to obtain information on both the 
hydrogen binding energy in the metal and on the concentration of mechanical flaws.

• The experiments we conducted have confirmed that the fatigue phenomena and the destruction of structural 
materials are accompanied by increased concentration of bound hydrogen in the destruction zone. 

• It was detected for the first time that the mechanical loads result in a substantial redistribution of hydrogen 
according to the binding energies inside metals.

• The energy activation values obtained as a result of processing the experimental data for aluminum alloys 
are within the 0.2 to 0.8 eV range, which enables us to conclude that that there is no chemically bound 
hydrogen in these alloys.
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• This approach to investigation of the properties of materials does not require preliminary saturation of the 
specimens. The natural hydrogen in the metals contains the information on the past history of the material, 
which, once the methods have been developed, will make it possible to obtain more detailed information 
from the measured extraction curves.

• The metrological setup consisting of a hydrogen analyzer and the calibration standards enables implementing 
the principle of a single measurement utility for analysis of various metals and alloys and obtaining 
additional information on the volume and structure of the internal and surface mechanical defects. 
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First principles density functional methods were used to investigate the atomistic behavior of helium in 
β-phase ErT2. The barrier to helium migration between two unoccupied neighboring tetrahedral sites 
is 0.49 eV, where the path maximum corresponds to the octahedral site. If an extended network of two 
neighboring vacancies exists, the relatively small barrier provides that helium may move throughout 
that network at room temperature. Given enough energy to escape the tetrahedral site(s), 1.31 eV, 
helium may continue to migrate by a 0.88 eV concerted-motion mechanism—temporarily displacing 
hydrogen as it moves between empty octahedral sites and filled tetrahedral sites.

Introduction
Rare earth metal hydrides readily absorb hydrogen, and for this reason they are obvious candidate materials 

for neutron generators that utilize either deuterium-deuterium (D+D) or deuterium-tritium (D+T) reactions to 
produce neutrons. For tritium containing designs, the relatively short half-life of tritium (12.3 years) introduces 
very interesting materials science challenges due to the resulting production of helium via the reaction 
T → 3He +β- + ν, where β- is a beta particle and ν is an anti-neutrino. Early in the life of erbium tritide, small 
amounts of helium escape from the near surface regions [1]. Later, when the helium concentration becomes large 
enough, platelike helium bubbles form, which are observable in transmission electron micrographs (TEM) [1]. 
Eventually, the concentration of helium reaches the point of “critical release,” where wholesale escape of helium 
occurs. Beyond these empirical observations, our understanding of the behavior of helium in this material is 
in its infancy. As such, intriguing questions remain regarding the atomistic nature of the material itself, helium 
bubble nucleation and growth, and the consequences of impurities. Experimental studies of the transient material 
properties resulting from tritium decay are extremely time consuming, expensive, and difficult. The allure of 
theoretical investigations is to mitigate these difficulties while gaining quantitative insight into the fundamental 
physical processes that drive the macroscopic behavior. In this study, we investigate migration helium in erbium 
tritide, using first principles calculations within density functional theory (DFT). 

Method
 The exchange-correlation functional we used for this DFT study was the generalized gradient 

approximation (GGA) of Perdew, Burke, and Ernzerhof (PBE) [2]. The calculations were performed with 
SeqQuest [3], using standard (semi-local) normconserving pseudopotentials, and well-optimized double-zeta plus 
polarization contracted Gaussian basis sets. The helium and erbium atoms used the generalized norm-conserving 
pseudopotentials of Hamann [4], all using the fhi98PP code [5]. The H pseudopotential was generated using a 
new method by Hamann. Additional calculations, as noted in the text, were performed with the Vienna ab initio 
Simulation Package (VASP) [6]. These involved the projector augmented wave (PAW) method, where the PAW 
potentials were taken from the VASP database [7], and used a plane wave basis with a kinetic energy cutoff of  
400 eV.

The computed equilibrium lattice parameters for β-ErH2 were 5.115 Å with SeqQuest and 5.129 Å with VASP, 
both in good agreement with each other and with the experimental value 5.126 Å [8]. The agreement between 
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SeqQuest and VASP results continues throughout the numerical results presented in this paper. In the calculations 
repeated by both codes, a typical difference in the results was 0.02 eV. Given that these are very different codes, 
using different basis sets and atomic potentials, this lends confidence to the construction of the computational 
models for Er and, in particular, verifies the construction of the pseudopotentials.

The barrier energies (Ea) obtained by CINEB were used to make qualitative estimates of diffusion lengths L, 
where L = (6Dt)1/2, and D = D0 exp(-Ea/kT). In these equations, t is the time, T is temperature, k is the Boltzmann 
constant, and Do is a frequency factor. In the absence of first principles values for D0 , we have used representative 
values for similar systems taken from the literature, 1x10-4 for both hydrogen and helium [9].

Results and Discussion
In material containing helium from tritium decay, there is initially a tetrahedral vacancy (VTet) associated 

with every helium atom produced. The newly created helium atom could occupy the tetrahedral site vacated by a 
decayed tritium, or it could prefer one of the neighboring octahedral sites. Our calculations predict that helium will 
occupy the tetrahedral site (HeTet) rather than the octahedral site (HeOct) and is not locally stable in an octahedral 
site neighboring an empty tetrahedral site. The helium atom is bound to the tetrahedral vacancy by 0.49 eV, with a 
prohibitive 1.31 eV dissociation energy. The NEB results for helium in erbium hydride are shown in Figure 1 and 
illustrated in Figure 2 and Figure 3. The energy barrier for motion between two tetrahedral sites (unoccupied by 
hydrogen) is only 0.49 eV (indicated as (c) in the figures), and as such, even at room temperature, helium should 
move freely between vacant tetrahedral sites. In material where tritium decay continuously produces tetrahedral 
vacancies, neighboring vacancies are not unlikely, and even an extended network of neighboring vacancies could 
exist. Such a network would greatly enhance the range of helium migration.

Figure 2.  Illustration of helium migration mechanisms corresponding to the data 
in Figure 1. The lower part of the figure is a diagram of the potential energy. (a) The 
red dashed line indicates direct octahedral (O) to octahedral migration. (b) The blue 
solid lines shows the motion of helium from octahedral to octahedral through the 
intermediate filled tetrahedral site T*. (c) The black dash-dot line shows motion of 
helium from octahedral to octahedral through an intermediate tetrahedral site T 
(the ground state). The blue atoms are hydrogen, the smaller red atom is helium, 

and the larger grey atoms are erbium.

Figure 1.  Climbing image nudged elastic band data for helium migration in 
ErH2. (a) Direct octahedral to octahedral migration. (b) Concerted-motion 

from empty octahedral to a filled tetrahedral position (path distance of 0.5) 
and on to another empty octahedral site. The energy of the tetrahedral site, 

0.75 eV, was also calculated with VASP as 0.73 eV. (c) Migration between 
octahedral and vacant tetrahedral sites. All the data are arranged such that 

a path distance of 0 or 1 is an octahedral site. For paths (b) and (c) 0.5 is 
in the tetrahedral site, while for (a) it is the direct mid-point between two 
octahedral sites. The corresponding mechanisms and schematic potential 

energy are illustrated in Figure 2 and Figure 3 respectively.
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The NEB data for paths (a) and (b) in Figure 1 resulted from the SeqQuest code, while the data for path (c) 
results from VASP. The energies of the initial, final, and transition configurations were confirmed in each case 
with the alternate code (better than 0.025 eV agreement). In Figures 2 and 3, tetrahedral sites not occupied by 
hydrogen are labeled as T, while those occupied by hydrogen are labeled T*.

The alignment of potential energy, including the shoulder shown in Figure 3, between helium trapped in a 
vacancy and dissociation to a region of stoichiometric ErH2 was confirmed by an NEB calculation between the 
site T and a neighboring site T* in the figure. The shoulder in this barrier for dissociation, which is spatially near 
an octahedral site, has an energy of 0.40 eV.

If helium impurities exist that are not associated with the decay of a tritium atom, or if helium migrates to a 
region where the material is stoichiometrically ideal, the energetics of helium site occupation are very different. In 
this case, the tetrahedral sites are occupied, requiring helium to either reside in an empty octahedral site or displace 
hydrogen. The energetic price of displacing hydrogen is 0.75 eV (0.73 calculated with VASP), making it much more 
favorable for helium to occupy the octahedral sites. Energetics, obtained with the NEB method, of the migration 
path and barrier for displacement of tetrahedral hydrogen by helium are shown in Figure 1(b). After making such a 
transition, diffusion of helium can proceed by transition to a tetrahedral site different from the initial configuration 
and continuing to make transitions between empty octahedral and filled tetrahedral sites. As can be seen in Figures 
1 and 2, migration by this mechanism has a lower rate-limiting barrier ((b) 0.88 eV) than the conceptually straight 
forward mechanism of direct octahedral-to-octahedral transitions ((a) 1.50 eV), and will be the more dominant 
mechanism for helium diffusion through ErH2 where VTet is not present. We note that this barrier is also relevant 
to the previous discussion of helium being trapped in a tetrahedral vacancy, since once helium dissociates from the 
vacancy (or network of vacancies), it must diffuse through material where the tetrahedral sites are occupied.

The Arrhenius equation was used to estimate diffusion lengths for helium in ErH2. Diffusion of helium in 
the hydride or tritide will depend on stoichiometry and/or the amount of tritium decay because the number and 
distribution of tetrahedral vacancies will determine the rate-limiting mechanism. In the case where helium is 
diffusing through a material with few or no VTet, the dominant mechanism will involve transitions between empty 
octahedral sites and filled tetrahedral sites, a process requiring a temporary displacement of HTet. This process has 
a rate-limiting barrier of 0.88 eV. Using this barrier, an estimate of the diffusion length for a time of 60 minutes 
at 300°C is 2.04 μm. Another interesting estimate for analysis of aging tritide films would be 25°C and 10 years, 
which gives a helium diffusion length of 0.17 μm. These estimates are only valid for a uniform material, and 
actual diffusion lengths may vary drastically from this prediction due to the presence of traps (VTet), impurities, 
or variations in stoichiometry. In the tritide, the number of VTet will be continuously increasing over time as the 
tritium decays into helium, vacating the tetrahedral sites. After a long time, it is possible that large extended 
networks of near neighbor VTet will allow for wholesale room temperature migration of helium throughout the 

Figure 3.  Schematic illustration and alignment of the helium NEB data 
from Figure 1. The red dashed line is the barrier for direct octahedral (O) to 
octahedral migration. The blue solid lines shows the motion of helium from 
octahedral to octahedral through the intermediate filled tetrahedral site T*, as 
in stoichiometric β-phase. The black dash-dot line, corresponding to path (c) in 
Figures 4 and 5, shows the barrier for motion of helium from a tetrahedral site 
to a neighboring tetrahedral vacancy. The alignment of the left (black dash-dot) 
and right (blue solid) portions of the diagram was calculated by an additional 
VASP NEB calculation starting from site T and ending in site T*, providing the 
barrier of 1.31 eV for dissociation of helium from VTet. The shoulder in this 
barrier, at 0.40 eV, does not represent a metastable state, but configurationally is 
near the octahedral position
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film. This simple exercise also neglects the presence of other helium traps, the interactions of multiple helium 
atoms, and the formation of helium bubbles. A future computational analysis will take all of these factors into 
consideration simultaneously. Nevertheless, our present calculations will serve as a basis for interpretation of 
future results and serve as a first look into the atomistic processes governing aging of tritium loaded erbium.

Conclusions
Helium created by tritium decay will seek its ground-state in a vacant tetrahedral site where it will likely be 

trapped, bound by 0.49 eV. If a connected network of vacant tetrahedral sites exists, helium migration throughout 
the network will occur at room temperature. Dissociation from this trap has a barrier of 1.31 eV, and the rate 
limiting barrier for migration beyond this volume is predicted to be 0.88 eV. In order to migrate through the 
stoichiometric β-phase, helium must move into an empty octahedral site and diffuse by octahedral-tetrahedral-
octahedral jumps, forcing HTet temporarily out of the way as it proceeds. At this point, our calculations do not 
provide a clear mechanism for helium bubble formation, but future calculations are designed to provide insight. 

A natural extension of this work will be to make calculations of several helium atoms clustered and arranged in 
various directions inside the ErH2 lattice. For example, can DFT calculations shed more light on the fundamental 
reason why helium bubbles in some materials form plate-like bubbles while others are more spherical. In ErH2 
the predominant impurity is oxygen, which is at 2 to 3 atomic percent in some films. We would like to use DFT 
to answer the question of the impact of these oxygen impurities on atomic helium clustering and eventual helium 
bubble growth. Finally, these DFT results may be fed into larger scale computational methods like Kinetic Monte-
Carlo (KMC) where helium bubble evolution and interaction may be studied.
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A two-continuum model of the hydrogen-solid body interaction is suggested. This model describes the 
relaxation of the stresses and degradation of the material properties under the mechanical loading in 
a hydrogen-contained environment. The application of this model provides one with the instrument 
for prediction of the time resource and the mechanical properties of the aggregates of machines and 
mechanisms. The effect of the hydrogen-material interaction in the gas pipeline modeling is demonstrated.

Introduction 
Hydrogen is contained in any metal. The hydrogen concentration is very low (about 1 atom of hydrogen in 

100,000 atoms of the metal matrix); nevertheless, its influence on the mechanical properties of the metals is of 
crucial importance. As a rule, hydrogen is accumulated in metals during their exploitation. The main source for 
the hydrogen appearance in metals is water; however, the hydrogen diffusion for the gas and other hydrogen-
containing substances is feasible.

In metals, the hydrogen is contained in the traps with various bounding energies. It has been established, cf. [1], 
that thermomechanical loading results in the hydrogen redistribution over the traps. Diffuse hydrogen accumulates 
mostly in the aluminum alloys while strongly bounded hydrogen accumulates mostly in the titanium alloys.

A number of papers were concerned with the influence of hydrogen on the mechanical properties of metals 
(see, e.g., [2]). Nearly all the papers use phenomenological models, and the redistribution of hydrogen over the 
traps is not described. The degradation of mechanical properties is carried out by means of empirical dependences.

The two-continuum model of solid [3] allows one to describe the influence of small concentration of hydrogen 
on the mechanical properties of materials in terms of changing the bonding energy of the second continuum, 
the latter being responsible for the hydrogen concentration. The results obtained with the help of simple models 
should be generalized in order to make the account of small hydrogen concentration on the mechanical properties 
of materials available for the engineering practice. 

Method of Analysis
A Two Continuum Model

Basic principles of the above-mentioned hypothesis can be illustrated on an example of analysis of the one-
dimensional chain consisting of identical particles, which are the point mass m0 (the atom mass in the crystal lattice 
of a material). They are connected to each other by the identical nonlinear springs of the length a, cf. Figure 1.

Figure 1. The schematics of the material model. 
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The basic equation of the motion in the long-wave approximation is given by (cf. [2])

 (1)

where a dot denotes the time derivative. As for small deformations , we arrive at the following equation: 

 (2)

since 

The weakening of the internuclear bonds caused by “landing” of the hydrogen particles (or other mobile internal 
elements of structure) can produce the chain formations of new internuclear bonds, see Figure 2, as the consecutive 
connections of elastic bonds of the basic lattice and the introduced elastic bonds of new elements (e.g. hydrogen 
particles). Obviously, such chain is possible under the assumption that the mass of particles of a mobile structure is 
small, i.e., m0 >> mH .

Equivalent rigidity of the new bond can be obtained from the equation

 (3)

The constitutive equation for this medium is as follows:

                  (4)

Here NΣ denotes the total number of the particles in the elementary volume, and N+
H is the number of hydrogen 

particles attached to the lattice with the bonds of rigidity CH. Finally, n0, n
+ are the concentrations of the 

corresponding particles (Figure 2).

Figure 2. The model of the material with hydrogen particles

For small deformations the nonlinear force ƒ in Eq. (1) can be introduced as

 (5)

The equivalent modulus of the lattice EΞ, see (4), can be decreased essentially, since , and 
has a strong dependence on the concentration of the attached particles n+.
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The number of the lattice settled by the hydrogen particles depends on the stress state of the lattice at every point 
and, in general, on time. The unknown functional dependence of  EΞ on  should be determined with the help 
of the model of two-component continuum.

The details of the theory of two-component continuum can be found in [3]; therefore, we are presenting here only 
the final results with some necessary explanation of the processes.
From the state equation, we have ); thus,  

     (6)

and the essential dependence of the stress state on concentration of the bonded hydrogen becomes evident. 

The hydrogen concentration is described by the equation for n+ 

                  (7)

Here   and β are some constants, and  denotes the hydrogen diffusion constant.
Equations (6) and (7) form a system for modeling the hydrogen influence on the dependence  for the 

material.
The stress-strain curve for steel is changing due to the hydrogen saturation, which is displayed in Figure 3. 

Figure 4 demonstrates the relaxation of the yield stress in steel with time in the presence of hydrogen. It is easy 
to see that the yield stress decreases, which leads to the exponential weakening of the material strength as time 
progresses [3]. 

Hydrogen saturation time depends strongly on the temperature and varies in the range of tens of minutes at 
temperatures about 900°C up to several months at a temperature near 20°C.

Results and Discussion 
The mechanism of the gradual hydrogen embrittlement is demonstrated on the example of the flange connection 

of the pipeline part under high gas with hydrogen pressure. The analysis of pipeline hydrogen saturation is made 
by means of the three-dimensional finite element code. 

  Figure 4.  The relaxation of the yield stress in steel with time in the 
presence of hydrogen.

Figure 3.  The stress-strain curve for steel.                                                                                                               
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The flanges on the high diameter pipe (up to 2 meters) are very often supported with the stiffening ribs. The 
von Mises stress distribution in the fragment of the flange connection with the stiffening ribs after is shown on 
Figure 5.

Figure 5.  The distribution of the von Mises stress in the flange connection of the steel pipe line.

The stress concentration is easily seen; however, the maximum stress 284 MPa is under the yield stress 300 
MPa. The stress field is redistributed after the relaxation time T. The hydrogen is accumulated in the zones of the 
tensile stress. After several successive calculations of the stress and hydrogen’s accumulation, we can calculate 
the final picture of the stress and the strain. The strain field is shown in Figure 6. A very high strain level ε = 
33% is observed at the place of welding of the support to the pipe. This means that the welding will be totally 
destroyed, so the hydrogen redistribution inside the steel leads to destruction of the flange connection.

Figure 6.  The strain distribution in the flange connection after the hydrogen saturation. 

The relaxation time constant T can be rather high; that is, the saturation process is rather slow. The hydrogen 
saturation depends on the initial concentration of the hydrogen, diffusion constants temperatures, environment 
hydrogen concentration, etc. In this paper, we made only a first calculation of the effects of hydrogen influence. 
Such calculation can be carried out by means of the empirical models of the material properties [2]. The present 
approach provides us with the possibility of developing an adequate multiple-factor model. 
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Conclusions 
A model is suggested that allows one to describe the kinetics of hydrogen in metals. The model is also 

appropriate for estimating the hydrogen transition from the mobile state to the bonded state depending upon the 
stresses and describing the localization of the bounded hydrogen. The result is destruction of the material at the 
localization places.

The constructed models enables describing very different effects of the hydrogen embrittlement such as the 
hydrogen concentration, diffusion rate, material temperature, and the stress character in the framework of the same 
approach. This result allows one to predict the lifetime of the material in the hydrogen-containing environment.  

The calculation of the stress field of the pipeline flange has clearly demonstrated that the two-component 
model can be successfully applied for engineering estimations of metal structures.
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This work represents research on the depositing properties of chemical nickel coatings modified with 
nano diamonds. Those were obtained from the knocking synthesis method with further activation. 
Research of dependency on the carbon content in coating on depositing properties and modes was 
made too. A comparison research of microstructure, physical and mechanical properties of chemically 
deposited nickel coatings with/without nano diamonds was also carried out. 

Introduction
Composite galvanic and chemical coatings provide a wide range of improved physical and mechanical 

properties and are of a great interest for scientific researches and industrial use. 
Composite coatings with dispersed particles that contain salt of depositing metal and a dispersed phase get 

through use of deposition method from electrolyte. The electrolyte content and the disperse phase properties, 
such as dimensions, nature, tolerance to sedimentation, and coagulation, determine the quality of the received 
coating. Electrolytes that contain superdispersed diamonds of knocking synthesis (hereafter referred to as SD, 
nano diamonds) have a great stability that is conditioned by the small size of SD particles, their chemical stability, 
and surface hydrophilic properties that arise from oxygen-containing groups on the surface. The SD particles are 
introduced in the surface during metal deposition and influence onto the surface structure and properties [1,2].      

Experiment
A water suspension of superdispersed diamonds (SD) was used as an addition, means chemical nickel-

plating, into the electrolyte. The solution content of chemical nickel-plating follows:

• NiSO4
.7H2O –20–30 g/l

• Sodium hypophosphite – 10–25 g/l
• Acetous sodium – 10–15 g/l
• Acetic acid – 4–6 g/l
• Thiourea – 0,001–0,003 g/l
• Temperature – 82–87оС.

Samples from the aluminum alloy were coated.

Both the initial SD suspension before introduction into the electrolyte and the electrolyte after the correspondent 
introduction underwent the ultrasonic dispersion. 

Particles distribution in accordance with their dimensions was made using the laser particles analyzer—
analyzette 22 (the FRTSCH company). Considering a diffused light and complex math was made a calculation-
distribution for dimension groups. The volumetric parts are gained as a result of calculations and those correspond 
to equivalent diameters at laser diffraction.
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The CS-200 analyzer (the LECO company) was used to determine the carbon content in the coating. This 
analyzer is designed for the carbon content determination in inorganic materials. When samples burn up in the 
inductive furnace in the oxygen current, the carbon contained in the sample oxidizes to CO2 that absorbs the 
infrared radiation. Going down energy level on the infrared detector of analyzer, it is possible to determine the 
generated CO2 concentration and the carbon content, respectively.

Coating structures with different carbon content were examined by the electron microscopy method (the 
Hitachi TM-1000 electron microscope). Hardness measurement (H) and module of elasticity (E) of received 
coatings before and after thermal treatment were carried out using the microhardness measurement unit—Micro-
Hardness Tester (MHT). 

Microhardness measurement was carried out at the following parameters:
• Indenter – Vickers pyramid 
• Max. indicator load – 300 mN
• Load/unload rate – 600 mN/min
• Exposure time at max. load – 15 sec.

During the research process from 12 to 15 measurements of microhardness of each coating sample were made.  
Researches in the wear resisting property and in the friction coefficient, when sliding in accordance with the 

“rod-disk” scheme, were carried out using the Tribometer, CSM Instr. unit. The Axiovert 25 optical microscope 
was used to determine the wear spot diameter of ride (a little steel ball) and the wear groove width.      

Testing conditions:
• Rider – the little ball with the 3 mm diameter,
• Rider material – 400С (the analog 95Х18Ш),
• Normal load – 1Н,
• Linear speed – 10 cm/sec,
• Relative humidity – 49%.

Results Discussion 
When adding the SD electrolyte, generates the electrolyte-suspension instead the homophase one. In that one 

(means the electrolyte-suspension) the disperse phase is the particulate matter with dimensions of micro- and 
nano- order.  

Polydisperse that is the content of received electrolyte-
suspension. 

Data on particle dimensions and their distribution in the 
electrolyte are necessary for the structure analysis of received 
coatings. 

Particle dimensions spectrum of electrolyte and the amount 
of parts of particles divided into groups in accordance with 
their dimensions were achieved using laser particles analyzer—
analyzette 22 (the FRITSCH company) and are shown in           
Figure 1.

Figure 1. Particles distribution in accordance with 
their dimensions in the electrolyte (chemically 
deposited nickel).
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From data, it is clear that the presence of particles with dimensions from 100 up to 500 nm is approximately 
~10%, and the great part, about 70%, constitute particles with dimensions from 1 up to 5 μm.

Turbidimetric method and the KFK-2MP unit were also used for the particles content determination in the 
electrolyte, proceeding from the known concentration of initial SD suspension.

After an hour of settling, the content of particles in the electrolyte remains permanent. This provides a 
necessary basis to make a suppose that the largest particles under the gravity influence settle, and the small ones 
are distributed in the electrolyte and directly take part in the settling of coating.  

In order to confirm the supposition, three volumes of electrolyte were prepared with the SD addition in the 
amount of 2 g/l. Those were left for settling for 1, 2, and 3 hours after the SD introduction and supersonic dispersion.  

Then coats on the surface of samples were applied from the aluminum alloy. The operation took 1 hour. The 
thickness of coat constituted ~7 μm.

The carbon content in coatings made from the three volumes of electrolyte constituted ~0,4–0,5%. 
Thus, only particles with then determined dimensions were in the process of chemical settling of nickel.
The carbon content in the coating depends on the SD concentration in the electrolyte. When the SD concentration 

in the electrolyte is 1 and 2 g/l, the carbon content will be 0,4–0,5%, and 0,8% under the concentration of 5 g/l.
The structure of coatings with different carbon content was examined using the optical electron microscopy.  
As it can be seen from Figure 2, the coating of chemically deposited nickel without the SD is composed from 

accrete hemispheres.

Figure 2.  The morphology or structure of coating surface of chemically deposited nickel with the SD and without it.

(а) The coating of chemically deposited nickel , 
magnification 1500х.

(b) The coating of chemically deposited nickel with 
the SD, magnification 1500х.

(c) The coating of chemically deposited nickel, 
magnification 10000х.

(d) The coating of chemically deposited nickel with 
the SD, magnification 10000х.

Fedotov, S. A. et al.
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The morphology analysis of coatings surfaces with the SD showed that besides small hemispheres with 
dimensions that equal approximately ~250 нм (that correspond to dimensions of particles distributed in the 
volume of electrolyte), there are lager cluster structures with the SD dimensions of ~2 μm. Clusters with the SD 
are disoriented towards each other.

Samples with nickel coating with different amount of carbon were made for researches in physical and 
mechanical properties. 

It is known that the heating of nickel coatings up to the temperature of ~400ºС for 2 hours leads to a microhardness 
increase that is related with structure changes in coatings. 

Microhardness measurement results and module of elasticity of coatings before and after thermal treatment are 
represented in Table 1.

Table 1.  Microhardness measurement results.

Samples: N0 – coating without SD and with 20 μm thickness; N1 – coating, got from the SD solution with a 
2 g/l content and 10 μm thickness; N2 – coating, got from the SD solution with a 2 g/l content and 20 μm thickness; 
N3 – coating, got from the SD solution with a 5 g/l content and 20 μm thickness; N4 – coating, got from the SD 
solution with a 1 g/l content and 20 μm thickness.

Microhardness comparison researches of coatings containing SD, cannot provide a necessary basis in order to 
determine the coating hardness dependency on the SD concentration in initial solutions.

Thermal treatment of coatings without SD and with a less presence of SD in the coating (0,4–0,5%) leads to 
increase of their microhardness nearly in two times. 

When increasing the SD content in the coating up to 0,8%, the microhardness will decrease. This might be 
related with the presence of some part of carbon as a separate (amorphous) phase that was not entered into the nickel 
matrix structure and imparted a fragility for the coating.  

Received values for hardness of thermal treated coatings correspond to the hardness of galvanic chromium. 
Measurement results of wear resistant properties and friction coefficient are given in Table 2.

 
Table 2.  Measurement results of wear resistant properties and friction coefficient.

Sample
Before treatment After treatment

HV E(GPa) HV E(GPa)
N0 676,370±19,261 137,534±6,246 1165±99,824 183,502±12,626
N1  538,558±27,275 116,945±7,074 999,304±93,040 144,299±10,156
N2  455,361±26,058 97,927±3,937 973,550±45,788 146,527±7,725
N3  554,339±25,796 110,654±7,164 202,538±13,416 58,915±1,264
N4  394,729±27,364 93,143±2,800 1046,480±77,674 150,037±7,127

Sample
N.

Wear of sample,
10-5mm3/N/m

Wear of rider,
10-7mm3/N/m

Friction coefficient Running,
min-1Start. Max. Aver. Fin.

0 1,51 9,69 0,13 0,87 0,80 0,86 4045/203
1 1,67 3,46 0,16 0,73 0,61 0,63 3956/200
2 2,02 16.01 0,17 1,01 0,86 0,89 3957/200
3 3,03 7,17 0,13 0,89 0,79 0,87 3956/200
4 2,27 8,90 0,15 0,92 0,85 0,88 3958/200
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In the process of friction and wear goes an interaction of surfaces, formation of the contact spot, changes 
in the surface layer, destruction of friction surface. Multifactor influence on the process of wearing troubles the 
dependency revelation between wearing and mechanical properties (particularly coating hardness). 

In accordance with the received data, the surface with 0,4–0,5% of carbon presence and 10 μm thickness has 
the lowest friction coefficient and provides high level of operation efficacy between details. 

Conclusions
1. In the process of nickel chemical deposition with superdispersed diamonds (SD) take part particles with 

micro- and nano- meter dimensions. 

2. The SD entered the nickel coating matrix, forming cluster structures.

3. Microhardness practically did not depend on the SD content. Thermal treatment under 400ºС during 2 
hours leads to microhardness increase of nearly twice. Received values for coatings hardness after thermal 
treatment correspond to galvanic chrome hardness.

4. The lowest friction coefficient has a coating with 0,4–0,5% of the carbon content and 10 μm thickness.

5. The coating from the electrolyte that has 10 μm thickness and the SD content that equals 2 g/l, can be 
recommended for wear-resisting property improvement of details that operate in friction conditions.
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The plutonium alpha-decay leads to the age-related changes in physical properties. We review our 
experimental approaches including analytical techniques to assess the effects of extended aging 
on plutonium alloys, together with our recent results on age-related changes in physical and static 
mechanical properties. The ultimate goal of this work is to develop capabilities to predict metallurgical 
evolution driven by aging effects.  

Introduction
Plutonium exhibits notoriously complicated metallurgical behaviors, depending sensitively on phase as well 

as on chemical content and microstructure [1,2]. Current studies in plutonium metallurgy are motivated by the 
need to better understand the influence of the metallurgical phenomena on the physical and mechanical properties 
for stockpile stewardship, nonproliferation, environmental issues, and nuclear power. One of the key areas of 
research is developing capabilities to predict metallurgical evolution driven by the radioactive decay of plutonium 
that incessantly creates lattice damage and in-growth of radiogenic helium. Because these integrated aging effects 
would normally require decades to measure, studies are under way to assess the effects of extended aging on the 
physical and static mechanical properties of plutonium alloys by incorporating roughly 7.3 atomic % of highly 
specific activity isotope 238Pu into the 239Pu metal to accelerate the aging process. By monitoring the properties 
of the 238Pu enriched alloy and naturally aged plutonium alloys, the aging properties of plutonium from the self-
irradiation damage can be predicted.  

Method 
Sample Preparation

Radiation damage from alpha decay in plutonium occurs at a rate of ~0.1 dpa (displacement per atom) per year. 
Because the effects of interest occur over decades, our approach is to accelerate the effects of radiation damage in 
plutonium metal by incorporating 7.3 atomic % of the higher specific activity isotope 238Pu into the 239Pu lattice. 
The rate of α-decay of 238Pu is nearly 300 times that of 239Pu, so the rate of radiation damage accumulation can be 
increased. Using this method, the radiation damage in plutonium equivalent to 60 years of natural aging can be 
simulated in only a few years. Additional details of sample preparation are presented elsewhere [3]. In addition, 
plutonium alloys of various ages are characterized. 

Measurement Techniques

Details of operation of the dilatometer system, immersion density, and static tensile and compression test 
techniques are presented elsewhere [3], so only a brief description is provided here. Specifically designed 
dilatometers, immersion density equipment, static tensile and compression tester were set up inside a nitrogen 
atmosphere glovebox. The dilatometer is designed to monitor long-term growth resulting from the lattice damage 
and helium in-growth in plutonium alloys. The immersion density equipment closely matches a design used by 
Bowen et al. [4] and uses about 200 ml of Fluorinert Electronic Liquid FC-43 as the immersion fluid. The static 
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tensile and compression tester has a specially designed fixture for testing plutonium samples. With a 0.24 inch GL 
extensiometer for the strain measurement, typical testing was performed at crosshead speed of 0.05 inch/min so 
that the ultimate strain rate was about 3.5 x 10-3/sec. 

Results and Discussion 
Significant questions remain concerning the metallurgical evolution driven by aging effects. Three principal 

aging mechanisms have been identified as a result of the self-irradiation of plutonium that would cause 
metallurgical changes: the initial transient, accumulation of radiogenic helium and actinide daughter products, 
and void swelling. The initial transient saturates after a short time and results mainly from the increase in lattice 
parameter. The second contributor to metallurgical changes is the build-up helium and actinide daughters from 
the radioactive decay of plutonium. The void swelling is another phenomenon, but has not yet been observed in 
aged plutonium alloys. In addition to these three major mechanisms, a hypothesis suggests that small precipitates 
of the higher density ζ-Pu3Ga phase form in the matrix [5]. 

Results from dilatometry, immersion density, and static tensile measurements show effects from the first two 
mechanisms on plutonium alloys with ~2 atomic % Ga (see Figures 1 and 2). These techniques are well suited in 
measuring small property changes produced by aging mechanisms. Results indicate that these plutonium alloys 
undergo small changes in properties with time, without any signs of void swelling. Aged plutonium alloys exhibit 
a drop in strength when annealed to 300°C, indicating the annealing out of the accumulated lattice damage. 
Current annealing experiments show reduction in the yield strength by ~30 MPa from ~170 MPa on enriched 
alloys doped with ~3 atomic % Ga (and aged to ~90 equivalent years). This reduction appears to be related to the 
annealing out the accumulated lattice damage from aged plutonium alloys. We estimate the in-growth of helium 
contributes ~60 MPa for this alloy aged to ~90 equivalent years.

Figure 1.  Immersion densities of both enriched (238Pu doped) and reference 
alloys. The decrease in density is less than 0.002% per year. Circles are reference 
alloys (RA) and squares are enriched alloys (AA.1). The length change measured 
by dilatometry is converted to a relative change in density for comparison.

Figure 2.  Engineering yield strength (YS) and ultimate tensile strength (UTS) 
of plutonium alloys from aging [6].  Circles are reference alloys and squares are 
enriched alloys.
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Conclusions 
We have developed analytical techniques to measure small changes in plutonium properties by aging. Results 

of measurements show evolving metallurgical properties of plutonium alloys from incessant self-irradiation 
damage. So far, however, void swelling has not been observed. Annealing recovery experiments are also under 
way to better understand aging mechanisms responsible of evolving metallurgical properties with age. 
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Magnetic isochronal annealing curves were measured on specimens of self-damaged α-Pu and several 
δ-Pu alloys stabilized by Ga and Am. These results are compared to one another and to isochronal 
resistivity annealing curves, where distinct differences are observed between the magnetic and resistive 
annealing for the case of δ-Pu. The first stage of annealing observed in the resistivity measurements 
is largely missing from the magnetic measurements, indicating that interstitials contribute little 
if any signal to the magnetization, while the onset of vacancy migration is strongly reflected in the 
magnetization signal.

Introduction 
Radiation damage is a naturally occurring process in all of the actinides, wherein the actinide atom 

spontaneously decays, creating a cascade of vacancies and interstitials that disorder the atomic lattice. In the case 
of Pu, the predominant route of decay is via a 5.16 MeV α-particle, which travels about 10 microns through the 
lattice, losing about 99.9% of its energy through electronic excitations and atomic ionizations. Near the end of its 
travel, it begins to collide with atoms in the lattice and creates a cascade of about 800 nm in size with roughly 265 
Frenkel pairs (an interstitial and a vacancy). Perhaps more interestingly, the resulting U ion recoils with 86 KeV of 
energy, travels about 12 nm, and initiates a dense cascade of vacancies and interstitials most of which anneal out 
over the succeeding few hundred picoseconds, leaving a cloud of approximately 2300 vacancies, interstitials, and 
their aggregates. Preliminary theoretical calculations suggested that these defects existed within a sphere of about 
7.5 nm [1] diameter, while more recent calculations suggest a diameter closer to 30 nm [2]. This later value is 
consistent with estimations from experimental measurement of the saturation in the excess magnetic susceptibility 
arising from radiation damage [3]. Like Pu, Am also decays by α-emission, albeit with a slightly more energetic 
5.28 MeV particle, which behaves in a manner substantially equivalent to the Pu case. The recoiling Np ion, with 
about 89 KeV of energy will also generate a damage cascade that to a first approximation mirrors that of the U 
ion for Pu. In the case of 243Am, used in these experiments, the resulting 239Np decays by a 720 KeV β- emission, 
with a half-life of 2.35 days, to 239Pu. The recoiling 239Pu of the β- emission has only a few eV of energy and thus 
is unlikely to generate even one Frenkel pair, and the β-  lacks the momentum to create vacancy-interstitial pairs 
on its own.

At cryogenic temperatures, after the initial generation, the damage cascades are frozen in the lattice, and 
the effects of these defects can be observed indirectly through the measurement of many physical properties. 
The most frequently monitored physical property is resistivity because of the relative ease of the measurement, 
but similar observations can be made using heat capacity, dilatometry, thermal conductivity, or magnetization. 
Isochronal annealing studies of radiation damage map the change in a physical property as the radiation damage 
is thermally annealed by soaking for a fixed period at progressively higher temperatures, and then monitoring the 
physical property at a fixed low temperature. The basic protocol for a self-damaging specimen is to accumulate 
damage at a low temperature for a period of time and then measure the property of interest at that temperature, 
TM. Then the specimen is heated to a higher temperature, held for a fixed period, and returned to TM where the 
property is measured again. This process of heating, soaking, and returning to the base temperature is repeated 
at progressively higher annealing temperatures until the property of interest returns to its initial value, indicating 
that all the radiation damage has been annealed away. Because these measurements are made on a self-damaging 
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specimen, a first-order correction to the annealing curve is made by repeating the above prescription on the 
same sample immediately after annealing. This allows for subtraction of the damage accumulated while the 
measurement is being performed. Further details of this process are described by Fluss et al. elsewhere [4].  

Method
Magnetization

Magnetization measurements reported were performed using a commercial magnetometer (Quantum Design 
MPMS 5) in an applied magnetic field of 3T. Small samples (15–90 mg) of the alloys were coated with a 5-micron 
layer of polyimide to contain spall and act as a layer of encapsulation. The samples were then mounted in the center 
of a 20 cm long brass sample tube and hermetically sealed with a gold O-ring under an inert atmosphere. The tube 
acts as a second level of encapsulation as well as helping to ensure that the temperature of the sample is in equilibrium 
with the system thermometer. The magnetometer makes measurements using a second order gradiometer by moving 
the sample through a set of detection coils. Because the sample holder is much longer than the separation between 
the detection coils, its contribution to the magnetization is very small (< 1%) and unaffected by radiation damage. 
Prior to loading a specimen, a background curve is run on the sample holder, and this is subtracted from the sample 
measurement. An example of an uncorrected isochronal annealing curve and the first order correction curve are 
presented in Figure 1 for a Pu1-xAmx (x=0.19) alloy where the measured physical property was magnetization. The 
radiation damage was allowed to accumulate for 45 days at T < 20 K, over which time the magnetization increased 
by about 6.5%. Magnetization measurements were made at 5K, and each annealing curve took approximately 6 days 
to complete, with soaks at each annealing temperature of 20 minutes.

Resistivity (Figures 1 and 2)

Resistivity measurements were made on the same specimens measured via magnetization. The initial roughly 
spherical samples were rolled, with repeated intermediate annealing, to remove strain until a thickness of ~75 
microns was obtained. Then the samples were cut into a cloverleaf pattern and hermetically sealed inside a copper 
sample holder. Spring-loaded pins inside the holder make contact with the sample, with two leads on each leaf of 
the pattern, totaling eight leads. In this configuration, both co-linear resistivity measurements and Van der Pauw 
configurations were available, as was the ability to make Hall measurements when placed in a magnetic field. The 

Figure 1.  Uncorrected isochronal annealing 
data (red) and first order correction (blue) 
curve for a PuAm alloy.  Radiation damage 
was accumulated for ~45 days on this 
specimen resulting in a 6.3% increase in the 
magnetization due to self-damage.
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sample holder was then coated with polyimide to form a second layer of encapsulation. A thermometer (Cernox) 
was mounted inside the sample holder, approximately 1–2 mm from the specimen. Measurements were made 
using a commercial system with a resistance bridge (Quantum Design PPMS).

Results and Discussion 
While the effects of radiation damage are observable through the measurement of many different physical 

properties, the sensitivity of each property to such damage and the specific type of damage may vary. This is very 
effectively demonstrated in Figure 2, where isochronal annealing curves for α-Pu and δ-Pu(4.3at%Ga) are shown 
for both resistivity and magnetization measurements. In the case of α-Pu, the two measurements track one another 
quite closely, both in terms of features and in terms of the signal retained. However, for the δ-Pu specimen, the 
magnetization annealing curve is largely insensitive to the first annealing stage, which is revealed quite clearly in 
the resistivity data, where roughly three-quarters of the damage signal is annealed away. This is where interstitials 
become mobile, and close vacancy-interstitial pairs annihilate.

Isothermal resistivity measurements near 50 K are second order as expected for a feature dominated by 
vacancy interstitial recombination as opposed to single impurity channels such as interstitials becoming trapped 
by an impurity, or reaching a grain boundary. The relative insensitivity of the magnetic measurement in this 
temperature range suggests that interstitials are largely invisible to the magnetic measurement in the case of δ-Pu. 
The magnetic annealing curve does show a strong reduction in signal at Stage III, which occurs around 150 K in 
δ-Pu(4.3at%Ga) and is normally associated with vacancy migration. Here, roughly 60% of the magnetic signal 
is removed, while the impact on the resistivity is slight, indicating that the magnetic properties are strongly 
influenced by the vacancy concentration. Above this temperature, near 200 K, the fraction of the signal retained 
for both measurements overlaps again and follows a similar pattern to 300 K, which is where the damage signal 
in this specimen anneals away. This overlap comprises stages IV and V of radiation damage recovery, typically 
involving release of vacancies from traps and finally the dissolution of vacancy clusters.

Figure 2.  Isochronal annealing curves for α-Pu and δ-Pu(4.3at%Ga) measured with magnetization (blue data) and resistivity (green data).  The 
α-Pu resistivity data are from the work of Wigley [5] and track well with the magnetization data. For δ-Pu(4.3at%Ga), the first annealing 

stage observed in the resistivity is missing in the magnetization measurement, illustrating the different sensitivities of distinct 
measurement techniques to radiation damage.
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Figure 3 shows the isochronal magnetic annealing curves for two stabilized δ-Pu alloys: the Ga stabilized 
specimen described above and a 19% Am disordered alloy, which remains FCC but has an expanded lattice 
relative to the Ga-stabilized alloy. In the dilute limit, the observed signal per α-decay is comparable in each 
specimen at 30–40 µB per α-particle. While the general features of the two annealing curves are similar, the onset 
of the first annealing stage occurs at a lower temperature in the Am alloy, suggesting that the interstitial migration 
energy decreases as the lattice expands. Similarly, the onset of stage III is considerably broadened relative to the 
δ-Pu(4.3at%Ga) specimen, becoming almost continuous with stage IV. This suggests that the migration energy 
of the vacancies varies with the local environment. Finally, full annealing in the PuAm alloy is about 50 K higher 
than in the δ-Pu(4.3at%Ga) case. This may be a reflection of the higher melting point of PuAm alloys and suggests 
that an isochronal annealing study of americium will accumulate significantly more radiation damage at room 
temperature than plutonium.

Conclusions 
Isochronal annealing studies of self-damage in Pu and Pu alloys show that different measurement techniques 

are sensitive to different damage products. Isothermal annealing measurements can extract the order and activation 
energies of the annealing stage. Because magnetization is very sensitive to stage III annealing, while resistivity is 
relatively insensitive, isothermal magnetic annealing may present an opportunity to obtain the vacancy migration 
energies in Ga stabilized δ-Pu. A comparison of isochronal annealing curves for δ-Pu alloys with different 
deltagens may provide further insight into the mechanisms underlying radiation damage in these materials.
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Figure 3.  Isochronal magnetic annealing curves for two δ-Pu alloys. The general features are similar, although it appears that recovery begins at a 
slightly lower temperature for the expanded PuAm lattice and finishes at a slightly higher temperature.
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Dynamic loading can produce a wide variety of material responses, depending on both the type of materials and the 
intensity and rate of the loading. Three papers in this section report on observed deformation characteristics in metals and 
the pressure response of an f-electron compound. The other two present computational methods that enable investigation 
of electronic excitations, and damage and fracture resulting from dynamic loading. Podurets and coworkers compare crystal 
dislocation and microstructure in Cu resulting from quasi-isentropic loading with that of shock-wave loading. Kozlov and 
coworkers assess spall and shear fractures resulting from converging shock loading on spherical shells of iron and steel. 
Stegailov applies finite temperature density functional theory calculations to evaluate how electronic excitations would 
change interatomic bonding in a LiF crystal irradiated by a high-powered femtosecond laser. Mirmelstein and coworkers 
present pressure effects in the intermediate-valence compound CeNi, with implications for understanding actinide materials. 
Finally, Davydov and Piskunov present their cluster dynamics method, which describes the molecular dynamics of coarse 
grains, making it applicable to simulating continuum behaviors. Its capabilities are demonstrated with simulations of impact 
on, and penetration of, thick and thin aluminum plates.  

John Aidun, Sandia National Laboratories, Albuquerque, New Mexico, USA

Metallographic images are shown 
at ~700X of reference alloy and 
spiked alloy. 
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Dislocation and twin structure parameters in Cu are studied in samples with different grain sizes after 
dynamic loading by quasi-isentropic and shock waves with use of optical and transmission electron 
microscopy and X-ray diffraction analysis.

Introduction
The most well-founded physical models, which describe the deformation of solids, should consider the 

deformation mechanism at the microlevel. In the strain rate and microstructure area of our interest, there are two 
such mechanisms, namely, dislocation slip and twinning.

Microstructure at shock loading of metals is determined by the processes that determine any deformation, 
including competition of both main plastic deformation mechanisms. The general tendency during dynamic 
deformation of metals having different crystal lattices is the increase in number of slip systems and initiation of 
twinning as a competitive process. Each of two mechanisms has particular features; therefore, each mechanism 
works at certain conditions. First of all, the mechanisms have different velocities. Twins spread at sound velocity; 
the dislocation velocities at quasi-static deformation are lower. Hence, the twinning mechanism has an a priori 
advantage at high-strain-rate phenomena.

The distinctive feature of metal microstructures after high-rate deformation is the presence of bands of 
localized deformation (BLD) inside the grains. During the optical microscope study, these bands are the system 
of parallel lines with an interval of several microns (Figure 1а). Though these bands have often been observed, 
the effect has not been not studied properly.

             (a)                                                                            (b)

Figure 1.  Bands of localized deformation in copper (а) d~200 μm, optical microscope; (b) d~20 μm, transmission electron microscope. 
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Experimental Results and Discussion
Samples of Cu М1 with different initial grain sizes (d≈200, 100, and 15 μm) were loaded by shock wave with 

decaying intensity (at entry into the sample, the shock amplitude was Р≈80 GPa; at exit, 20 GPa) and recovered. 
Experiments were conducted at different initial temperatures of the samples, namely, Т≈20°С and Т≈-190°С.

The BLD were observed in all recovered samples at optical microscopic study, but the number of the bands 
depends on the experimental conditions. A parameter that characterizes BLD in the structure concentration of 
grains with BLD was used. Dependencies of grains with BLD concentration on pressure, initial temperature, and 
grain size are presented in Figure 2.

Looking at the curves in Figure 2, we can conclude that a grain size influences strongly on the probability 
of BLD formation. Also, we see the influence that temperature, namely, cooling, contributes to the increase of 
the BLD number. As for the interval between the bands, we see the tendency of its decreasing while pressure 
increases.

Other experiments were done to clarify the influence of strain rate on BLD formation. A quasi-isentropic 
(shockless) wave was initiated in the sample. As far as it moved through the sample, the wave transformed into 
a shock wave, and the strain rate changed from ∼105 s-1 at the surface to ∼108÷109 s-1. The level of maximum 
pressure remained constant. Pressure amplitudes in these experiments were 20, 35, and 50 GPa. Using such a 
setup, fine-grain copper was studied (d∼20 μm).

Heterogeneous deformation (BLD) was revealed in the samples loaded to Р=35 and 50 GPa. Distribution of 
BLD-containing grains along depth of the samples is shown in Figure 3.

Figure 3. Dependence of grains with BLD concentration С (▲) and strain rate ɛ.
i
max (•) on depth in samples with d~20 μm, loaded to 35 GPa (а) and 50 GPa (b).

Figure 2. Dependence of grains with BLD concentration (С) on pressure in samples with different initial grain size (а – d ≈ 200 μm, 
b – 100 μm, c – 15 μm). (▫) – data for Т≈20°С, (▲) - for Т≈-190°С.

(a)           (b)                       (c)

(a)                                           (b)    
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As shown in the figure, the BLD in both samples appears at depth about 3 mm (i.e., where the quasi-isentropic 
wave begins to transform to a shock wave). Close to the rare surfaces of the samples, the BLD number decreases 
to zero. Obviously, it is caused by the unloading effect.

Maximum concentration of grains with BLD in these experiments with 20 μm copper is almost the same as for 
15 μm (Figure 2c) at the same pressures and significantly lower than for coarse grain (Figure 2а, b).

Thus, we can note following features of BLD formation in copper with different grain size:

• BLD are formed mainly in coarse grain copper. 

• There is a threshold value for BLD formation of pressure and strain rate as well.

• When pressure grows (up to recrystallization effects), the number of BLD increases, and the interval 
decreases. 

• When strain rate increases, the number of BLD increases. 

• Lowering of temperature leads to an increase of BLD formation.
Considering the peculiarity of twin formation at high-rate deformation, the features mentioned above allow us 

to state that twinning is the mechanism that controls the BLD formation during shock loading.
Morphology of twin structure was studied using transmission electron microscopy. We can mark “thin” 

(< 10 nm) and “thick” (~100 nm) twins. Thick twins with noncoherent boundaries can be “inherited” from the 
initial state of material. Another possibility is the model of amalgamation of twins for a long enough loading pulse 
suggested in [1].

Typical configuration is the grouping of twins into bands having width of several microns (Figure 1b). 
Obviously, these twin bands form the surface relief that we observe as BLD.
      In the same samples, we measured dislocation density using the X-ray technique. Results are shown in 
Figure 4 in comparison with the twin density data. We see that with increasing of strain rate, both the dislocation 
density and twin density increase.

Figure 4.  Dislocation and twin density vs. strain rate for Cu at 35 GPa (а) and 50 GPa (b).

Dislocation density was measured in copper with a grain size of 0.5 (ultra-fine grain) and 3 μm (Figure 5) at 
Р=30-60 GPa. Results are shown in comparison with the quasi-static data in the strain-density coordinates.

Podurets, A. M. et al.
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Figure 5.  Dependence of dislocation density on strain in Cu with different grain sizes.

Obviously, the high-rate loading generates higher dislocation density in Cu than quasi-static deformation. The 
largest growth of dislocation density is demonstrated by fine grain 30 μm copper. The UFG copper, having the 
highest initial dislocation density, shows relatively low growth (less than two times). In all dynamically loaded 
samples, we see the maximum at ε~ 0.3–0.4 (which corresponds to pressure of 30–50 GPa) followed by drop. We 
explain such a drop by dislocation annealing during the adiabatic compression. We obtain the most sharp decrease 
for UFG copper, since it has the most deformed and nonequilibrium structure. Thus, after ε~ 0.5 (Р=60 GPa), the 
dislocation density value decreases it almost to the value of annealed metal.

Conclusions
In pressure range of 20–50 GPa, twin formation in 20 μm copper occurs during both shock wave and quasi-

isentropic loading at strain rate of 106-1010 s-1. Above the certain pressure (> 20 GPa) and strain rate (> 106 s-1) 
threshold, deformation twins are grouping into bands, which, during the optical microscopic study, are observed 
like bands of localized deformation (BLD) with the typical interval of 2–15 μm. Below this threshold, deformation 
twins are spreading more uniformly in the metal. BLD formation depends on grain size, pressure, strain rate, 
temperature of the experiment. 

Dislocation density in Cu with different grain size increases with pressure and strain rate increasing. Maximum 
value of dislocation density is reached in the range of 30–50 GPa followed by aging of defects during adiabatic heating.

Cu strengthening after the shock loading is defined by presence of twins in its structure (both grouped into 
BLD and spread uniformly) and by increasing of dislocation density as well.
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Results of comparative explosive experiments on compression of recovered spherical shells of unalloyed 
iron and  30KhGSA and 12Kh18N10T steels with spall and shear fractures of different completeness 
are presented. Experimental results are of interest for verification and certification of modern strength 
models and multi-phase equations of state and also can be used to estimate the influence of rheological 
properties of the shell material both on dynamics of shell convergence and recompaction of the fractured 
material.

Introduction 
Systematic experimental data are important (i) to verify and certify modern kinetic strength models of shear 

and spall strength of materials, multi-phase equations of state describing polymorphous, electron, and phase 
transformations in the shock and rarefaction waves, and (ii) to estimate how the explosion-products energy 
transform to the shells, as well as to analyze the character of recompaction of the shell material in the process.

Note that in the assumption of incompressibility of shell materials, dynamics of shells convergence is 
independent of rheological properties of materials and depends only on the relationship between the mass of the 
shell surface unit and the high explosive (HE) layer accelerating this shell. In the experiments under consideration, 
the steel shells cannot be taken as incompressible. Single spall or even multiple spall fractures occur in them under 
explosive loading. These fractures result from interaction of two groups of rarefaction waves. One group arises when 
the shock wave arrives at the free (internal) surface of the test shell. The second group propagates from the external 
surface of the shell on the side of the scattering explosion products. Interference of these rarefaction waves in 
the shell results in tensile stresses. If the material of the shell cannot withstand tensile stresses having certain 
amplitude and duration, then the spall layer separation or spall separation takes place in the shell (on the side of 
its internal surface).

The first spall is formed in the shell when the converging shock wave is reflected from its internal boundary 
for the first time (i.e., when the shell is still at the “high” radius). Being formed, the spall layer begins to move 
towards the center, thus spending its kinetic energy for the work of plastic deformation and heating. In shells 
of brittle materials in the process of convergence, the spall can fracture into individual fragments but already 
by the shear mechanism. Explosion products have no influence on the separated layer, since it is shielded by 
the nonfractured part of the shell. If the thickness of the HE spherical layer used for shell loading is not great 
enough, then explosion products quickly get unloaded in the free scatter, and the shell would stop in the course of 
convergence. If the scatter of explosion products from a thin HE layer is confined by a heavy casing with a small 
gap, which is installed above this HE layer, then one can ensure that the main part of the shell would catch up with 
the spall layer and can observe specifics and character of material recompaction for the shell fractured at the high 
radius in the process of its convergence to a smaller radius. Intense explosive loading of the shell or small spall 
strength of its material can lead to several subsequent spall fractures.

Reliable statement of the fact that spall fracture took place in the material of the spherically converging shell 
and, moreover, determination of the amount and actual thickness of spalled layers, as well as radii at which their 
external boundaries stop is a rather difficult methodical problem. Even the first setup of comparative explosive 

Kozlov, E. A. et al.
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experiments without confinement of explosion products scatter [1,2,3] is rather informative and useful both to 
verify calculation models of the spall and shear fractures, and to extend capabilities of systematic metallographic 
and electron-microscopic analysis of specifics in incipience and development of spall fractures in the material 
of recovered shells that stopped prior to focusing. These investigations at different structural levels allow better 
understanding of how structural and phase transformations and different design features of explosive devices 
influence incipience and development of fractures in the shell.

Comparative experiments with confined scatter of explosion products is an innovative experimental setup, since it 
allows (with a small gap between HE and the casing) one (i) to have in the shell, during the first reflection of the shock 
wave from the internal free surface, just the same spall fractures as in the first experimental setup and (ii) to further 
follow peculiarities in recompaction of the fractured shell material in the process of shell convergence to smaller radii. 
This experimental setup permits recovery of converged shells, measurements of their energy and residual strain, as 
well as systematic material science investigations. 

The purpose of this work was to obtain comparative experimental data on specifics in spall and shear fractures of 
shells made of iron and some steels having almost similar densities under normal conditions but different equations of 
state, as well as strength characteristics under low- and high-rate deformation.

Results and Discussion 
Consideration was given to spherical shells (49-mm nominal external diameter, 10-mm initial thickness, 380 g 

mass at density of 7.85 g/cm3) of unalloyed high-purity armco-Fe (215–300 µm grain size), steel 30KhGSA as 
received and after hardening to 35–40 HRс hardness, austenitic steel 12Kh18N10T.

Note that unalloyed iron was chosen that has noticeable mechanical hardening and retains the capability for 
homogeneous deformation without localization to the highest critical deformations, in contrast to hardened steel 
30KhGSA, which is prone to thermal softening and formation of adiabatic shear bands under high strain and high-
rate deformation. It was selected because the behavior of this material is most studied in plane and spherically 
converging intense stress waves [1-7, 9-10]. Austenitic viscous steel has almost similar initial density and has 
no well-known α−ε-phase transformation observed in iron and steel 30KhGSA but has the γ−α′-martensite 
transformation in case of tensile stress occurrence [4,8].

The test spherical layer consisted of two parts connected with the help of a threaded joint. This layer was installed 
in turn into two sealing shells of steel 12Kh18N10T with the nominal thickness 4 and 7 mm, respectively. Then 
these shells were joined by means of electron-beam welding in vacuum and argon arc welding. Mutual orientation 
of equatorial joints in the test shell and the first (nearest to the test shell, internal) hermetically sealed casing was 
parallel. Joints of the internal and external sealing shells were mutually orthogonal. Orientation of joints, size of 
micro-gaps between shells (0.03–0.05 mm), and depth of weld penetration were thoroughly controlled.

Two types of spherical explosive devices were used for explosive loading of prepared mechanical assemblies 
having identical initial geometry, almost the same mass, and only one difference (i.e., the material of the internal 
spherical layer). The size, type of HE in the spherical layer, and the system of HE initiation were identical 
in all explosive experiments. The equatorial joint of HE was orthogonal to the equatorial joint of the external 
hermetically sealed casing. The only difference in these experiments was presence or absence of the external 
casing that confines the scatter of explosion products.

Size and type of HE, its initiation depended on the condition that developed spall and shear fractures shall be 
guaranteed in the material of investigated shells at high radii and that the spall layer (layers) shall stop in these 
shells prior to its focusing. Parameters of the external casing confining explosion products scatter were taken on 
the condition that the basic part of the shell will obviously catch up with the spall layer (layers) separated from the 
shell at high radii prior to or after focusing and that the compacted assembly will obviously be recovered under 
the second mode of loading. Cast iron was used as the material of the external casing.

Kozlov, E. A. et al.
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Prior to and after explosive loading, weight and volume of the assembly being the test shell sealed in two 
jackets of steel 12Kh18N10T were determined by weighing in the air and in the distilled water with the help of 
analytic balance. The specially developed solid-state calorimeter was used to determine energy the explosion 
products imparted to the compressed assembly [2]. The compressed assemblies got into the calorimeter 25–30 
sec after the explosion.

Quantitative data on the experimental setup of spherical explosive experiments and their basic results are given 
in Table 1. Note significant difference in residual energies of test assemblies after identical loading. Significant 
increase of residual energies is observed in the second experimental setup with explosion products scatter confined 
by the external casing. This is due to dynamic compaction of the material in the internal shell fractured at high 
radii in the process of shell convergence to the deep radius. 

Parameter I II I II I II
Weight of plastic HE, g

in:
5-mm thick spherical layer with RHE=40 mm

in the initiating device
in detonation-transfer units

181.8

133.6
48
0.2

182.8

133.6
48
1.2

181.8

133.6
48
0.2

182.8

133.6
48
1.2

181.8

133.6
48
0.2

182.8

133.6
48
1.2

Assembly (shell in two hermitically sealed 
jackets)

Weight in the air and water (numerator /
denominator), g:
prior to explosion

after explosion
1274.48 / 1097.89
1274.23/1101.84

1280.34/1103.79
1280.05/1116.32

1278.01/1101.34
1277.70/1102.66

1278.56/1101.68
1278.27/1113.84

1276.98/1100.08
1276.92/1101.94

1278.70/1101.85
1278.35/1113.62

External hermetically sealed jacket 
(steel 12Kh18N10T)

Dimensions, mm:
prior to explosion (diameter / thickness)

after explosion (diameter)
Relative change of diameter (∆D/D0), %

69.65 / 6.7
69.10
0.79

69.65 / 6.7
67.93
2.47

69.69 / 6.8
68.02
0.30

69.65 / 6.78
69.45
2.40

69.69 / 6.79
68.06
0.36

69.65 / 6.7
67.93
2.33

Internal hermetically sealed jacket 
(steel 12Kh18N10T) with the test shell 

Weight (in the air and water), g: 
prior to explosion

after explosion
External diameter of the jacket / thickness, mm:

prior to explosion
after explosion

609.81 / 522.69
No data

No data
55.04

618.06 / 538.44
No data

No data
53.43

613.39 / 522.27
613.36 / 525.04

55.87 / 3.44
55.29

613.04 / 522.04
612.90 / 533.26

55.84 / 3.43
53.42

611.55 / 520.65
611.55 / 523.23

55.80 / 3.42
55.42

613.80 / 522.77
613.80 / 533.58

55.85 / 3.43
53.55

The test shell, material
Weight (in the air and water), g:

prior to explosion
after explosion

External diameter of the shell / thickness, mm: 
prior to explosion

after explosion
Relative change of diameter (∆D/D0), %

Steel 12Kh18N10T Steel 30KhGSA (as received) Steel 30 KhGSA (hardened)

379.5 / –
379.5 / 324.48

48.77 / 10.2
47.35
2.91

389.95 / 328.65
389.90 / 339.66

48.95 / 10.5
45.81
6.41

382.81 / 321.72
382.81 / 324.45

48.90 / 10.45
48.16
1.51

382.55 / 321.47
382.54 / 332.52

48.89 /10.44
45.57
6.44

382.23 / 321.15
382.23 / 324.57

48.89 / 10.45
47.96
1.90

383.30 / 322.16
383.30 / 332.58

48.89 / 10.44
45.96
6.04

Energy accumulated by the assembly, kJ 65.6 No data 72.9 85.5 78.0 93.7

Relative values of energies 0.70 – 0.78 0.91 0.83 1

Table 1.  Experiment results for explosive loading of shells of different materials with unconfined (I) and confined (II) explosion products scatter.
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After removal of two jackets of steel 12Kh18N10T, shells recovered during spherical compaction were cut by 
electrosparking along the meridional plane going through the poles (south and north) and through the shell’s top 
point found from above in the gravity field during cooling (Figure 1 and 2).

Figure 2. Meridional section of shells for austenitic steel 12Kh18N10T  (a, b), as-received 30KhGSA  steel  (c, d) and 30KhGSA  35-40 HRC 35-40 steel (e, f) after spherical 
explosive compression in loading modes I and II with unconfined (a, c, e) and confined (b, d, f) explosion products scatter.  
1 – first spall; 2 – second spall; 3 –  unfractured peripheral part of the shell; 4 – first spall; 5 – second spall; 6 – peripheral part of the shell with the local spall fracture 7; 
8 – spall layer formed under explosive loading; 9 – a trajectory of maximum shear stress locations, along which the spall layer gets fractured; 10 – unfractured peripheral 
part of the shell.

The viscous character of spall fracture was observed in the shell of Armco-Fe (Figure 1) and austenite steel 
12Kh18N10T (Figure 2). Shells of the steels fractured at high radii are well compacted into the sphere in conditions 
of explosive compaction with confined free scatter of explosion products in contrast to shells of as-received steel 
30KhGSA and especially in the hardened state (Figure 2). Areas with incomplete compression are revealed in 

Figure 1. Meridional section of the armco-Fe shell after 
spherical explosive compression without the external casing 
that confines explosion products scatter NP, SP – north 
and south poles of the test spherical shell; E – equator or 
equatorial joint of spherical layer members; SUP – upper 
point of the shell when cooling in the gravity field. Arrow 
shows the direction of gravity field acceleration. 1 – first 
spall; 2 – second spall; 3 – third spall; 4 – peripheral part of 
the shell, which remained unfractured.
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polar zones of the shell made of prehardened steel 30KhGSA. All test shells are noted to have a different character 
of the spall and shear fractures in polar zones and in the area of equatorial joint of members forming the spherical 
layer being investigated. This is associated both with the initial structure present in the material of test ingots, 
and with small gaps in the threaded joint, which though cause transformation of the shape and parameters of the 
stress pulse that approaches the internal boundary of the shell in this zone. In its turn, this causes changes of spall 
fracture, right up to vanishing, in the area beneath the thread. After chemical or ion etching of the meridional 
section, measurements of distribution of hardness HV(r,θ) and microhardness Hµ(r,θ) along radius r and by polar 
angle θ in shells of armco-Fe and steel 30KhGSA revealed occurrence of three concentrically arranged zones and 
the following:

• Zone of high-rate deformation of ferrite in the initial α-phase; this zone is adjacent to the external boundary 
of the compressed shell.

• Zone of high-rate deformation of ferrite in the range of the reversible α−ε-phase transformation; this zone 
is found in layers at the deeper radius.

• Zone of the recrystallized structure for the first mode of explosive loading with unconfined scatter of 
explosion products or zone of local melting for the second mode of explosive loading with explosion 
products scatter confined by the external casing; this zone is close to the center.

• Detail results of the metallographic, as well as SEM and TEM examinations of each iron and steel shell 
after their explosive loading will be presented in the follow-on work.

Conclusion 
Experiments on spherical explosive compression and follow-on recovery of hermetically sealed shells with 

the different-extent spall and shear fractures are proposed and implemented. Different character of spall and shear 
fractures, as well as of the material compaction of shells fractured at high radii, was demonstrated by the example 
of shells of unalloyed high-purity iron, steel 30KhGSA as received and hardened up to 35–40 HRc, as well as 
austenite steel 12Kh18N10T. 

Spherical explosive experiments with the guaranteed recovery of loaded shells and their calorimetric 
measurements directly after loading with the follow-on measurement of residual strain and metallographic and 
electron-microscopic analysis are of interest from the standpoint of monitoring constancy of dynamic mechanical 
properties and characteristics, that is, shear and spall strength of materials in case of changes in the technologies 
of their fabrication or in the process of long-term storage after their fabrication.

Similar experiments on the spherical explosive compression of even thinner shells in systems with RHE=40 
and 110 mm are of interest for verification and certification of kinetic strength models and multi-phase equations 
of state used in modern 1-D, 2-D, and 3-D program complexes.

Kozlov, E. A. et al.
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The density functional theory (DFT) is used for modeling of two different cases of electronic excitation. 
The finite temperature DFT approach is deployed for description of the two-temperature system of hot 
electrons and cold lattice that is formed after ultrafast energy deposition. The lattice stability and the 
interatomic bonding at elevated electronic temperatures are studied for LiF crystal. The restricted open-
shell Kohn-Sham DFT method is deployed for description of the molecular dynamics in the first excited 
singlet state. The radiationless decay of the N-methylformamide is simulated using the semiclassical 
approach of Tully for surface hopping. 

Introduction
This paper presents the ab initio computational studies based on the DFT method that has been recently started 

in our group (the results of the electrical double layer DFT simulations targeted at perspective supercapacitors 
remain beyond the scope of this paper).

Crystal Lattice Stability of LiF with “Hot” Electron Subsystem

Modern technology allows unprecedentedly ultrafast energy depositions into condensed matter, posing new 
challenges for theory and computer simulation. For example, the terawatt femtosecond laser facilities produce 
powerful laser pulses of a much shorter duration than phonon periods. The electromagnetic field generates strong 
excitations in the electron subsystem of solids that quickly thermalize and result in a two temperature system. 
The change of the electron distribution can be nearly instantaneous in comparison with the nuclear motion times. 
Thus, the crystal lattice experiences a rapid change in the effective potential energy landscape. The possible result 
can be the loss of crystal lattice stability and its amorphization (so called nonthermal melting) before the energy 
is actually transferred into the lattice due to the electron-phonon scattering (Figures 1 and 2).

Stegailov, V. V.

Figure 1.  Electron density 
of states for fcc LiF crystal 

at different electron 
temperatures: Te=0 (black) 

and Te=3.2eV (blue). The 
corresponding Fermi-Dirac 

distributions of occupancies 
are shown as well.

Figure 2.  The unit cell of the LiF fcc lattice is shown (the green 
sphere is Li atom, the grey sphere is F atom). The wireframe 
surfaces show the surfaces of the constant value for the 
difference in the electron density at ∆ne=ne(r)|3.2eV-ne(r)|0.0eV: 
∆ne=-0.04 (blue) and ∆ne=+0.04 (red).
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The theoretical framework deployed for this work is based on the 
finite temperature density functional theory (FT-DFT). The original 
DFT approach to finding the ground state of a many-electron system 
in the external potential was extended to finite temperatures treating 
the electronic excitations in the averaged statistical fashion (Mermin, 
1965). This approach was applied in the work of Alavi et al. [1] for ab 
initio molecular dynamics (MD) calculations. The influence of the finite 
temperature electron distribution on dynamics of nuclei is manifested 
in the fact that the effective potential energy landscape along with the 
Hellmann-Feynman forces is determined by the dependence of the 
free energy of electron subsystem on nuclei positions, rather than on 
its ground state energy. The accompanying use of the (free energy) 
Born-Oppenheimer approximation for nuclear motion means that 
the electronic state evolves with time at a given temperature under 
the inclusion of incoherent electronic transitions. This model is quite 
reasonable if the relaxation time scale of the electron subsystem is 
much shorter than the electron-phonon relaxation times.

This approach, sometimes referred to as the free energy molecular dynamics (FEMD), was applied to study 
different aspects of the elevated electron temperature on lattice stability. The FEMD simulation of laser heated 
Si [2] showed that the presence of a large concentration of excited electrons weakens the covalent bonds of the 
crystal, so that under the action of this modified interaction the system melts. A more subtle analysis in the same 
theoretical framework was applied to the study of the specific phonon mode softening in laser-excited tellurium 
[3]. Two different regimes of electronic relaxation and hence band structure filling, corresponding to two different 
time scales of the electron-hole recombination rate, were considered: (i) where the conduction-band electrons 
and valence-band holes are in chemical equilibrium (i.e., rapid electron-hole recombination) and hence share a 
single chemical potential; (ii) where chemical equilibrium between valence and conduction-band carriers is not 
established (i.e., slow electron-hole recombination), and so they have two separate chemical potentials.

To rigorously quantify the effect of the electronic excitation on the potential energy surface, the evolution of 
the phonon spectrum as a function of the electronic temperature up to 6 eV was studied for three representative 
systems: a semiconductor, Si; a free-electron-like metal, Al; and a noble metal, Au [4]. The phonon spectra 
analysis showed that whereas for silicon the lattice becomes instable through a transverse acoustic phonon 
instability when electron temperature is increased, metals tend to become more stable, with an increasing of the 
Debye temperature, elastic constants, and a higher melting temperature. This effect was shown to be small for 
free-electron-like metals such as aluminum, but appears to become large for a noble metal like gold. This fact is 
attributed in [4] to the influence of the localized electrons that participate in bonding.

In this section, we use FT-DFT for the study of LiF crystal stability after excitation of the electronic subsystem. 
This study is motivated be the recent results [5] concerning small ablation threshold caused by picosecond X-ray 
laser irradiation.

Description of the Model and Results

FT-DFT calculations were performed using the VASP package [6] based on plane wave basis set representation. 
The 2s and the 2s, 2p electrons were treated as valence electrons for Li and F respectively. Projector augmented-
wave method pseudopotentials were used for effective description of the nuclei and core electrons [7]. The general 
gradient approximation (GGA) was used for the exchange and correlation contribution to the total energy. The 
small displacement method [8] was used for the calculation of the acoustical branches of the phonon dispersion 
dependencies.

Figure 3.  The acoustic branches of the phonon dispersion 
dependencies in fcc LiF lattice at different electron 
temperatures: Te=2.0 (red) and Te=3.2eV (blue).
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The rise of the electronic temperature results in the prominent changes in the electronic band structure of the 
crystal (see Figure 1). The electron density is redistributed in a way that impose the covalent features to the ionic 
bonding in the fcc LiF crystal (see Figure 2). The change of the effective interatomic potential is manifested in 
the decrease of the mechanical stability of lattice. Figure 3 shows that the lattice remains stability at electronic 
temperature of 2.0 eV. However, at 3.2 eV, the soft acoustical phonon mode is present that implies the loss of 
mechanical stability of the fcc structure and the possibility of nonthermal melting. The GGA DFT description of 
LiF is known to underestimate the large band gap of this insulator. That is why the values of electronic temperature 
have more qualitative than quantitative meaning.

These calculations were performedo the assumption that the electrons in the conduction band and the holes 
in the valence band are characterized by the same chemical potential. However, the rate of recombination in LiF 
may be sufficiently slow, and the more adequate description should include different two chemical potentials for 
the electrons and the holes [3]. The effects of electronic excitation on mechanical stability in this case are the aim 
of future investigations.

Figure 4.  The visualization of the molecular orbitals of N-methylformamide molecule: a – molecular structure, b – highest 
occupied molecular orbital for S0, c – single electron orbital for S1.

Molecular Dynamics with Nonadiabatic Transitions: 
Radiationless Decay of N-methylformamide

The successful deployment of the DFT method for the description of the ground state of various molecular 
systems stimulated the attempts for using the same methodology for modeling of excited states. Photochemical 
reactions are of the most important relevant applications. The wide class of photoreactions of organic molecules 
occurs in the first excited singlet (S1) or the lower triplet (T1) states. 
Other energy levels usually have much smaller lifetime. For the DFT 
calculations of the S1 potential energy surface, the restricted open-shell 
Kohn-Sham method (ROKS) was developed [9]. It is emphasized in 
[9] that this approach is heuristic, and its deployment is based on the 
successful description of experimental data for molecules in S1 excited 
states.

The calculation of the energy of the vertical excitation into the S1 
state for the N-methylformamide molecule gives the value ~7.8 eV that 
is close to the experimental data 7.1-7.2 eV [10]. Figure 4 illustrates the 
one-electron orbitals of the ground and S1 states. Figure 2 illustrates the 
molecular dynamics trajectory of the radiationless decay of the S1 excited 
state that is calculated using the semiclassical surface hopping approach 
of Tully [11] implemented using the ROKS method [12] in the CPMD 
package (CPMD V3.13 Copyright IBM Corp 1990-2008, Copyright MPI 
fuer Festkoerperforschung Stuttgart 1997-2001).

Figure 5. System energy as a function of time for 
a single molecular-dynamics trajectory of the 
radiationless decay process of the N-methylformamide 
molecule.
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Conclusions
The excitation of the electronic subsystem results in the loss of mechanical stability of the fcc LiF lattice 

that is manifested as an appearance of the soft acoustic phonon mode. The corresponding redistribution of the 
electronic density implies that the originally strongly ionic interatomic interaction becomes more of covalent 
character with the rise of electronic temperature.

DFT based approaches allow the description of the first excited singlet state. The S1 excitation energy for 
the N-methylformamide molecule is in good agreement with experimental data. The corresponding model of the 
radiationless decay is built using the semiclassical surface-hopping approach implemented the CPMD package.
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We present recent results of the study of pressure effects in the intermediate-valence CeNi compound 
and demonstrate that the approaches developed to analyze the behavior of CeNi as a function of either 
chemical or external pressure can be applied for better understanding of actinides including plutonium. 
In particular, we briefly discuss the concept of multiple intermediate valence in plutonium to explain 
sharp variation of the Pu atomic volume as compared to the volumes of its neighbors in the actinide 
series and Pu magnetic properties. Possible directions of further investigations of basic properties 
of actinide materials are also discussed that could be of interest for Russia-US collaboration in this 
scientific field.

Introduction 
In spite of rather long investigation, the nature and mechanisms of volume-collapse first-order phase 

transitions in f-electronic materials are still widely debated. The γ→α transition in Ce metal is an excellent 
example. According to Manley et al. [1], the dominant contribution to the transition entropy in Ce0.9Th0.1 comes 
from magnetic excitations (spin fluctuations and crystal field). However, according to [2], in pure Ce metal about 
a half of transition entropy is related to lattice vibrations. A similar situation is reported for Pu metal [3], in which 
only a quarter of the transition entropy between α- and δ-phases can be associated with phonons. The origin of 
the rest of the entropy remains hypothetical. Obviously, the physics of f-electronic materials cannot be completely 
understood until  such transitions are comprehensive explained. 

This paper presents the results of a study of pressure effects in CeNi. This compound was chosen for several 
reasons. First, CeNi is well known as a typical intermediate-valence (IV) system. Second, the phonon spectrum 
and the spectrum of magnetic excitations in CeNi are known from inelastic neutron scattering experiments. Third, 
the pressure-induced first-order phase transition was found in CeNi, which is accompanied by a volume jump of 
~6%. The features of this transition are studied rather weakly. Finally, due to such an important parameter as the 
electronic specific heat coefficient, CeNi resembles the stabilized δ-phase of Pu. 

We show that analysis of CeNi properties as a function of pressure proved to be useful not only to demonstrate 
its similarity to δ-Pu, but to emphasize the difference that leads to the idea of multiple intermediate valence 
(MIV) in plutonium. We show that using the MIV model, it is possible to quantitatively describe some important 
parameters both of α- and δ-Pu. We end with a discussion of possible directions of further investigations of the 
actinide basic properties.

Results and Discussion 
Pressure Effects in CeNi 

We performed a series of experiments to study effects of chemical and external pressure on the properties of 
CeNi [4,5]. In 1985, Gignoux and Voiron found pressure-induced first-order structural phase transition in CeNi 
and determined its phase P-T diagram up to 0.5 GPa and 150 К [6]. Using neutron diffraction and magnetic 
measurements, we extended the phase diagram up to ~2 GPa and 300 K and showed that only two CeNi phases 

Mirmelstein, A. V. et al.
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exist within this pressure-temperature domain (i.e., the orthorhombic ambient-pressure and the tetragonal high-
pressure ones [5]). The volume jump due to transition at Т = 300 К is as high as ∆V/V = [V300 K(P=0) – V300 K(P=5 
GPa)]/V300 K(P=0) = 6.5%. 

Measurements of specific heat and magnetic susceptibility are very informative for quantitative analysis of 
pressure effects in the IV systems. The IV regime is characterized by a significant degree of the f electrons 
delocalization and by a significant deviation of the f-shell valence from an integer value. To describe the IV states 
one can introduce a parameter εf (-1 ≤ εf ≤ 1) that characterizes a fraction of the electron passed from the f shell to 
the conduction band (εf > 0), or a fraction of the electron passed from the conduction band to the f shell (εf < 0) [7]. 
"Electronic" configuration (εf > 0) realizes in Ce, which corresponds to fluctuations between the magnetic Ce3+ 
state and the "empty" Ce4+ state. "Hole" configurations (εf < 0) are realized in such valence-unstable ions as Sm 
and Yb fluctuating between the 3+ and 2+ states. |εf| measures deviation of the ion valence from the integer value 
corresponding to magnetic configuration of the ion. The ion valence ν can be expressed as ν = 3+εf. Fractional 
population of magnetic configuration 〈nf〉 =1-|εf| is an important parameter that determines the state of the IV 
system and characterizes its magnetic properties. 

For quantitative analysis of specific heat and magnetic susceptibility data, one can use Fermi-liquid expressions 
for electronic specific heat coefficient  and low-temperature magnetic susceptibility χ(0) for Kondo-systems [7]:

 (1)

  (2)

Parameters of this simple model are the typical energy scale (Kondo energy) E0, the fractional occupation of 
the magnetic f-shell configuration 〈nf〉, and the magnetic degeneracy of the ground state f-multiplet N. For the Ce3+ 
ion the total angular momentum J = 5/2, and N, as an effective parameter, can take any value between 2 and 6. 

Besides, note that the energy scale E0 and fractional occupation 〈nf〉 are not independent. For an almost integer 
valence of the f ion, close to 3+, the regime of heavy fermions with small Kondo energies is implemented in the 
system. In the IV regime, the valence differs from an integer corresponding to increasing |εf| and decreasing 〈nf〉. 
There exists a simple empirical relation between 〈nf〉 and E0 that holds with reasonable accuracy for the Ce- and 
Yb based Kondo-systems at 0.95 > 〈nf〉 > 0.7 [7]:

 (3)

Figure 1 shows that Sommerfeld coefficient γ as a function of E0, which increases with increasing chemical 
pressure in CeNi, varies in accordance with relations (1) and (3). Moreover, the values of γ, recalculated from the 
values of χ(0) according to (1) and (2), are found to be close to the experimental ones for the same compositions. 
Thus, we conclude that relations (1) to (3) are valid for CeNi under chemical pressure. Figure 1 shows that the 
behavior of CeNi under chemical pressure is dominated by "Kondo physics." Therefore, assuming the values of γ 
and χ(0) to be known from the experiment, we can estimate variation of Kondo energy E0, fractional occupation 
〈nf〉, and valence of the Ce ions ν = 3+εf as a function of pressure or variation of chemical composition.

Mirmelstein, A. V. et al.
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Figure 1.  Sommerfeld coefficient γ as a function of the inverse Kondo temperature T0 = E0/kB for CeNi, chemically compressed compositions Ce1-xLuxNi (x=0.05, 0.1, 0.2, 
0.4) and Ce0.9La0.1Ni (blue circles). Yellow triangles correspond to the values of γ recalculated from the values of χ(0) using relations (1) and (2). The lines show variation 

of γ vs. T0
-1, calculated with relation (1) for the fixed value of 〈nf〉 = 0.86 (green) and 〈nf〉 =f(E0) (3) (red).

Multiple Intermediate Valence in Plutonium 

In [7] we show that at low temperatures δ-Pu can be classified as an intermediate-valence system, while 
experimentally observed values of γ ~ 65 mJ/(К2 mole) and χ(0) ~550 µemu/mole are well reproduced by 
relations (1) to (3). However, neither the observed temperature dependence of magnetic susceptibility of 
δ-Pu nor the properties of α-Pu can be described in terms of the same approach. We assume that organization 
principles of the 5f electrons in plutonium are more complicated than in 4f-based IV systems. We assume that 
in the former fluctuation occurs not between two but minimum between three electronic configurations with 
valence states |3+〉, |2+〉, and |4+〉. Such a regime can be called multiple intermediate valence (MIV) [7]. By 
analogy to relation (1) from [7], the wave function of the MIV state, which reflects the quantum-mechanical 
superposition of integer-valence states, can be schematically represented as:

            (4)

Assuming the Kondo-singlet to be the ground-state of the MIV-system (in spite of two magnetic 
configurations involved) and Fermi-liquid relations (1) and (2) to be still valid in this case,1 one can calculate 
magnetic susceptibility, Sommerfeld coefficient, and Pu atomic volume for δ- and α-phases (Figure 2). It is 
seen that our model well reproduces the experimental data. According to the MIV-model α-phase differs from 
δ-phase by higher values of E0 and higher admixture of the |4+〉 electronic configuration.

Mirmelstein, A. V. et al.
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Further Studies

In spite of simplicity and rather empirical character the MIV concept seems to serve as a convenient instrument 
for further studies of the peculiarities of the 5f-electronic states balancing between localized and delocalized 
behavior. Firstly, we believe that this model reflects some important organization principles of these electronic 
systems and can be useful for further development of microscopic quantum-mechanical theory of strongly 
correlated 5f-based materials. Secondly, the MIV concept can serve as a guide to analyze new experimental data. 

Our future plan includes as follows: 
• Further study of pressure-induced structural phase transition in CeNi to refine the structure of high-

pressure phases, to determine the effective Ce ion valence as a function of pressure by independent 
spectroscopic experiments, and to understand the effect of chemical pressure on parameters of the 
pressure-induced transition. 

• Investigation of the diluted Pu alloys to study the peculiarities of the plutonium ground-state formation 
in metals. 

• Study of PuNin compounds to establish the role of the Pu nearest surrounding on the magnetic properties 
of Pu. 

• Study of plutonium metal samples prepared from the Pu-242 isotope. 

Figure 2. Temperature dependence of magnetic susceptibility for δ- and α-Pu. Signs show the experimental data from [8], lines 
correspond to the calculated behavior in terms of the MIV model. The experimental and calculated values of Sommerfeld coefficients 

and equilibrium atomic volumes are also shown. 
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Conclusions 
The paper presents some investigation results of pressure effect on the properties of the IV CeNi intermetallic 

compound. In particular, we show that increasing chemical or external pressure strengthens hybridization of 
f-electrons Ce with the conduction band electrons. We consider f-electronic system of Pu to be more complicated 
(i.e., hybridization of the conduction electrons involves more than two 5f-electron configurations. The simplest 
model of this multiple intermediate valence regime allows consistent description of magnetic susceptibility 
(both its absolute value and temperature dependence), Sommerfeld coefficient, and Pu atomic volume for δ- and 
α-phases. Though MIV model requires further examination and serious elaboration, we assume it to be useful for 
analysis of experimental data including mechanisms of phase transitions in materials with unstable f-shells. For 
example, according to this model, the α-phase of Pu differs from δ-phase first of all by stronger hybridization of 
5f and conduction electrons. 
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Described here is the cluster dynamics method (CDM), which is one of the variants of the particle method 
intended for simulation of the processes associated with large deformations and continuity violation of 
the material. The basic advantage of CDM is the possibility to choose the base cluster, and it allows the 
simulation of the processes in a wide range of spatial scales (from micrometer to tens of centimeters). 
Described here is the construction procedure for cluster interaction potentials corresponding to real 
equations of state of material by the example of typical metals. Numerical simulation of a shock wave 
arrival at the profiled plate surface and high-velocity target penetration was carried out using CDM. 
The computational results are compared with experimental data and other computational results. The 
results show that CDM can be used for full-scale simulation of large deformation and dynamic fracture 
of materials at impulse loading at characteristic rates of relative deformation of 103-106 s–1.

Introduction
A special class of continuum mechanics problems is the description of large deformation and material fracture 

at impulse loading when considerable change of geometry takes place up to the continuity violation (connectivity) 
of the considered range. Based on the continuity equation of continuum mechanics, these problems are extremely 
difficult for computer simulation. The application of the particle method [1] is in fact the only approach based 
on representation of the continuous medium as a set of finite number of interacting elements (particles). As the 
particle method assumes the discrete structure of the medium, there are no essential difficulties in describing the 
fracture, continuity violation, structure change, and others. 

The particles are used as the numerical technique to integrate the continuum dynamics equations in a number of 
implementations of the approach: particle-in-cell method, large particle method; smoothed particle hydrodynamics 
(SPH); and others [1,2,3]. The molecular dynamics method (MD) [4,5] is one of the discrete simulation methods 
in which the equations of particle motion defined by the interaction potential are used as the basis. This method 
has been developed considerably for the last ten years and used to simulate the physical, chemical, and biological 
properties of the objects of hundreds of nanometers. 

It impossible to use MD directly to describe macroscopic objects. In this case, the advancement is possible 
if the elements of larger scale are chosen instead of the molecules—for example, grains of the material (see the 
description of moving cellular automations [6] and particle dynamics technique [7]). It is remarkable to see that 
the use of the elementary interaction potential (e.g., Morse or Lenard-Jones) allows the simulation of the most 
complex effects, such as plasticity, cracking, and fracture [6–8]. Consider also the mesh-free approach called 
peridynamic by the authors of [9,10] and strongly exemplified in [11]. 

The present paper considers the developed cluster dynamics methods (CDM) [12], which are based on the 
methods listed above and take the advantages of these methods. At the same time, many assumptions of [4-11] 
required the refinement, improvement, and complication described here.

Davydov, I. A. et al.
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Cluster Dynamics Method
Basic Assumptions

The following assumptions serve as the basis of the cluster dynamics method:

• continuum representation as a set of distinguished units (point base cluster); 
• substitution of continuum mechanics equations for equations of motion of interacting clusters; 
• application of molecular dynamics method to describe the dynamics of cluster motion;
• selection of cluster interaction potential based on the real equation of state of the simulated material. 

For simplicity, accept the classical equations of cluster motion in Newton form, the interactions are 
considered to be pair:

          (1)

where  – radius vector of k particle, m – particle mass, N – the total quantity of particles,  – interaction 
force between the particles corresponding to the interaction potential U. 

Base cluster quantities (mass m, equilibrium distance between the clusters) are chosen to reproduce the matter 
density and region geometry. Here, the peculiarities of the initial geometry problems should be reproduced in 
detail on the one hand, and the computations for the real size of the region should be fulfilled for the reasonable 
time. The freedom in choosing the cluster dimension (conserving medium density and region size) means that 
the initial equations should be of certain scale invariance. Thus, for the sake of self-consistency the interaction 
potential transformation law should be defined at changing cluster parameters. 

Postulate the following transformation law of pair particle interaction U changing base cluster dimension:

                                               ,  m ~ a3      (2)

where index 0 denotes certain initial values of base cluster parameter. Transformation (2) provides one and the 
same behavior of particle velocities. It is shown in energy conservation law:

The dynamic of the process does not depend on base cluster size and the force stress is determined only by 
the relative deformation when fulfilling (2). Thus, the form (2) provides the independence of the basic mechanical 
characteristics of deformable material on cluster dimensions, it also allows one to obtain one and the same field 
of medium mass velocity in calculations.  

Note that the clusters introduced above should not be associated with physical particles; it is rather mathematical 
simulation objects used for the further averaging and serve as medium marker similarly to SPH method. According 
to the form (2), the range of potential action will increase with the growth of base cluster dimensions. Moreover, 
thermal velocity of cluster is independent of its dimensions (mass). Both of these properties do not agree with 
real particle behavior (e.g., cluster volume integration potential is still short-range). However, it is important 
that cluster dimension does not influence the obtained macroscopic flow pattern as well as the distribution of 
averaged quantities (energy, pressure, velocity, density), which allows one to use CDM for numerical simulation 
of continuum mechanics dynamic processes.

Davydov, I. A. et al.
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Cluster Interaction Potential

It is very important to choose the functional dependence for U(r) potential for CDM implementation. We shall 
find this dependence using experimental data for shock compression in a large number of points by the density. 
Cluster interaction potentials found like that will allow for the behavior of dynamic compression and external 
loading extension of the metals. It is obvious that the accuracy of the simulation of real construction dynamic 
loading with 2-D, 3-D effects with such potential will be higher as compared with potential fitting by two or three 
mechanical characteristics [7].

One should use the reliable experimental data to reproduce the particle interaction pair potential by cold 
compression curve. There are data of great number of works [13-15] which are in good agreement in compression. 
The most reasonable is the four-parametric equation of material state [15] in the region of extension which 
properly reproduces the density, cohesion energy, isothermal bulk modulus of compression and its first pressure 
derivative. Moreover, frequently used in practice is dependence of cold matter pressure on compression called the 
Mie-Grüneisen equation:

           (3)

where с0 – velocity of sound, ρ – density, δ=ρ/ρ0, n and k – matched parameters. 

MD [16] parameters will be used for numerical simulation of cluster motion dynamics, therefore the 
approximations commonly assumed as Morse potential were used:

           (4)

and as Mie- Grüneisen and Lenard-Jones potentials

             (5)

Here D has the dimension of energy and defines the depth of potential well, and α which has the dimension of 
inverse length defines the range of action of Morse potential. 

The procedure of choosing potential parameters by cold compression curve is described in [12] in detail; also 
given are the calculation results for aluminum. The normal parameters have been chosen for starting calculations 
in (4) (cluster mass is aluminum atomic mass). Then the calculations were carried out for the cluster of arbitrary 
dimension (mass) using the form (2). Moreover, MD program [16] was used to carry out the calculations for 
NTV thermodynamic ensemble at different temperatures and densities to find the equation of state with thermal 
components. The calculations showed [12], that for temperature ranges of 300 К < Т < 2000 К and pressure 
0,0001 GPa < Р < 20 GPa, the result error is not more than ~5 % in comparison with aluminum equation of state 
obtained in [17]. The given ranges of temperature and pressure changes are quite sufficient for the further shock 
loading problems of aluminum samples.     

The problem of interaction potential between different clusters (e.g., between the particles of different 
materials 1 and 2) is important for practical application. To demonstrate this, the particles are presented as elastic 
small balls separated by the hard wall. The wall position is easily estimated by the condition of the equilibrium 
of forces acting on particles 1 and 2 in compression. The sum of elastic energy of particles 1 and 2 in equilibrium 
position gives the required interaction potential between multi-type particles U. The given procedure was used 
for Morse potential for multi-type material, which allowed, for example, the simulation of titanium and aluminum 
plate collision.
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Methodological Problems

If U potential depends only on the distance between r clusters, then  force in (1) is central and the analytical 
solution of equation of particle motion can be defined. Consider one-dimensional motion r = х of two identical 
particles with m mass, the interaction of these particles is defined by Morse potential (4). Let them be in equilibrium 
position x ≡ (x2 – x1)│t=0 = x0 = a at the initial time and scatter at initial velocities v2│t=0 = V0 ; v1│t=0 = - V0. 
Introduce  parameter. At β ≥ 1, the particles are infinitely scattered, but at β  < 1, they will be oscillated 
about the equilibrium position. For β = 1, the equation (1) is written as :

                                                                                           ;  (6)

Fulfilling the  condition, the potential well depth—D is exactly equal to kinetic energy of particles; 
therefore Equation (6) corresponds to the most long-term process of particle motion. Thus, the given solution is 
the most suitable for gauging and debugging of numerical schemes and computational methods. 

The interaction force between two particles  for θ angular-variable-dependent potential will not be  radius-
vector-directed:

            (7)

In this case, the particle motion is more complicated. The series of semi-analytic solutions for the motion of 
two and three particles in a noncentral field was obtained. These solutions can be used for gauging the numerical 
calculation schemes and will be published separately. 

The Hamiltonian difference scheme RKN4 of the forth order of approximation was suggested as the new 
numerical scheme for equations (1). The suggested scheme stability and accuracy were studied. It is shown 
that there is actually no phase error for the scheme RKN4 at considerable change of Courant number. Thus, 
the calculations can be done with a step large enough without loss of accuracy. All the test calculations for two 
interaction particles using RKN4 schemes show that the amplitude error and total energy unbalance are reduced 
by approximately 3 or 4 orders in comparison with usual schemes [18, 19].

There are only translational degrees of freedom in the interacting cluster system used in CDM. Therefore, 
the Grüneisen coefficient G is equal to 2/3 for any simulated matter. In principle, the plasticity effects cannot be 
described in Equation (1) without dissipative components on the right side of the equation. These problems may 
be solved by introducing the cluster rotational degrees of freedom and formulating the equations in addition to 
(1) similarly to [20,21]. MD-code LAMMPS update version [28] for numerical implementation of these models 
should be mentioned in this connection. At present, LAMMPS code [28] is used for numerical computations 
and can be stated as suitable and applicable to mesoscale simulation using CDM without any modifications and 
changes.

Examples of CDM Application in Dynamical Problems
The CDM method has been verified using the following problems with experimental data provided: 
1.  Aluminum projectile penetration of thick aluminum plate at initial velocity ~7,4 km/s; 
2.  Aluminum projectile penetration of thin aluminum plate at initial velocity ~6,7 km/s;
3.  Collision of plates moving at relative velocities 1÷3 km/s; 
4.  Shock wave arrival at amplitude ~30 GPa at profiled free surface of aluminum samples.
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In a number of problems, the cutoff potential parameter b > 1 has been introduced to reproduce correctly the 
destruction effects of the given material. The potential was used to reduce the real range of action by fulfilling the 
condition: U = 0 при .

The computation results for the problems 1, 2, and 4 are detailed in [12]. Here only main results are given.

Thick Target Penetration Problem 

The calculation definition suits the experiments from [22]. The computational pattern (Figure 1) is in qualitative 
agreement with the experiment, only calculations in [12] show  considerably more damage of the back side of the 
plate (experiments connected with target penetration of the 14 mm thick pattern showed a slipping off of the part 
of the back side of the plate and ∼7 mm deep cratering).

Figure 1.  Calculation results of cluster dynamics: (a) – pattern thickness 10 mm; (b) – pattern thickness 14 mm [12]. Time point t=25 μs from collision moment.

Thin Target Penetration Problem

The problem of “thin” hyper-velocity spherical target penetration with through hole and secondary fragment 
cloud formation is frequently used to test elasto-plastic numerical techniques. In this case, a large through hole 
is formed in the target; the forming fragment field is under principal consideration. The experimental data for the 
given test computation are obtained from [23]. 

Comparison of computational results with experimental X-ray patterns given in [23] shows that the overall 
picture of the process is accurately reproduced [12]. SPH and CDM computational results differ from experimental 
data no more than ~10 %. Hole diameter d in the target is better reproduced in the CDM method in comparison 
to the SPH method, but the CDM method gives worse reproduction of the inverse fragment separation angle θ 
(Table 1).

Table 1. Comparison of computational results [12] with experiment [23].

d, mm θ, deg
X-ray pattern [23] 17,3 20,67
SPH computation 18,0 27,08
CDM computation 17 39

Plate Collision 

The problems of two plates collision have been solved: 0,5 cm thick projectile and 1 cm thick target. Target 
and projectile materials (aluminum and titanium) as well as projectile initial velocity (U0 = 1.0, 1.5, 2.0, 3.0 
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km/s) varied. The initial parameters of shock waves in projectile and target as well as fracture pattern at ~10 μs 
were obtained. Figure 2 shows the computational results.

Figure 2.  Calculation results of different cluster dimensions at 9.7 μs.

Calculations of shock wave initial parameters (pressure P, material mass velocity in projectile and target—
u1 and u2, respectively), obtained with CDM, were compared with numerical solutions obtained in MASTER 
1D gas-dynamic simulation [25] (see Table 2). Table 2 shows CDM values in brackets.

Table 2. Shock wave initial computation parameters (projectile – titanium).
u0, 

km/s
Target - titanium Target - aluminum

P, GPa u2, km/s u1, km/s P, GPa u2, km/s u1, km/s

1.0 11.9 (11.6) 0.5 (0.5) 0.5 (0.5) 9.95 (9.7) 0.575 (0.570) 0.425 (0.430)

1.5 18.9 (19.0) 0.75 (0.749) 0.75 (0.751) 15.8 (15.4) 0.859 (0.852) 0.640 (0.649)

2.0 26.6 (27.5) 1.0 (1.0) 1.0 (1.0) 22.2 (22.9) 1.143 (1.130) 0.857 (0.869)

3.0 44.2 (47.8) 1.5 (1.5) 1.5 (1.5) 36.6 (39.6) 1.75 (1.70) 1.295 (1.31)

The computational results of two plates collision problems show:

• Fracture visual pattern depends on cluster dimensions, but the reduction of cluster dimensions shows 
the result convergence—the slipping-off position is not changed, only changed is the morphology 
and small parts of fracture area. Interface particle dusting is observed when cluster dimensions are 20 
micrometers and less.

• A good agreement was obtained for the computational results for projectile and target pressure and 
mass velocity with gas-dynamic computational results (including collision of bodies widely differing 
in mechanical properties.)

Computational results show that CDM can be successfully used in dynamic fracture problems.  

Cumulation Problem

Experimental results on shock wave arrival at a profiled free surface of aluminum alloy pattern are given in 
[24]. The profiled free surface pattern was subject to explosive shock-wave load. As a result, the arriving shock 
wave was formed with a frontal surface amplitude of ~30 GPa. Jet flows at velocity of ~3,7 km/s were formed on 
the free surface for the surface profile characterized by 1 mm amplitude, 10 mm wavelength, and continuous mass 
velocity ~3,2 km/s. X-ray results of the process are given in [24,12]. 
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A considerable number of 2D computations was carried out. Computational results are given in [12]. 
Computational results for the selected plate fragment and for three typical time points are given in Figure 3. 
They are in good agreement with experimentally fixed process pattern. Surface profiling time as well as typical 
motion velocities of the material in the pattern and cumulative jet correspond to the experimental data.

It should be noted that numerical implementation of CDM allows 
not only a space distribution of crumbled material density, but also 
size distribution of crumbled particles. The particle spectrum recovery 
(size distribution) algorithm has been developed by the enumeration 
of connections between single clusters. The clusters are considered 
to be in one particle if cluster distance does not exceed interaction 
radius r ≤ b·a. A particle is a set of clusters with at least one link with 
other clusters. From a mathematical point of view, this procedure 
is undirected graph construction. Here each particle corresponds to 
graph connectivity component (wood, cycle, edge). Enumeration 
of the connectivity components allows spectrum reconstruction of 
particles by constructing N(g) dependence, where N is the particle 
number in a system consisting of g clusters. 

Spectrum gauging can be made by using modern methods of disperse microparticle registration. Microparticle 
visualization technique in gas-dynamic flows has been developed in VNIIEF using laser illumination. The 
visualization experiments of microparticles ejected from material surface differing in properties and internal 
microstructure (including lead, aluminum, ceramic materials) have been carried out. The experimental results are 
used for CDM gauging; we hope they will be published in the nearest future.   

Conclusions
The simulation results of high-velocity shock loading of solids using CDM and their comparison with 

experimental data show that CDM allows the results of sufficiently different in dynamic experiments formulation 
to be described. The processes include cumulative jet formation at shock wave arrival at a free surface, target 
penetration, and fission field formation due to high-velocity collision of the projectile and target. 

The sufficient advantage of CDM is the possibility to choose the base cluster dimension that allows mesoscale 
simulation of dynamic processes in a wide range of spatial scale (from micrometer to tens of centimeters). CDM 
is highly reliable, has computational stability, and does not require interference in computation. The possibility 
of numerical implementation in standard MD programs (e.g., VNIIEF MD [16] or LAMMPS code [26]) is the 
other advantage. At present, LAMMPS code [28] is used for numerical computations and would be suitable and 
applicable to mesoscale simulation using CDM without any modifications and changes. 

A challenge is the possibility to combine CDM with the existing grid gas-dynamic techniques to develop 
hybrid simulation methods similar to the peridynamic in [27]. 

Important problems for further CDM development are accounting for real material structure, plasticity effect, 
and cluster rotational degree of freedom.

Figure 3. Pattern state at different initiation times [12].
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The accelerated aging effects on weapons grade plutonium alloys are being studied using 238Pu-enriched 
plutonium metal to increase the rate of formation of defect structures.  Pyrochemical processing 
methods have been used to produce two 238Pu-spiked plutonium alloys with nominal compositions of 
7.5 wt% 238Pu. Processes used in the preparation of the alloys include direct oxide reduction of PuO2 
with calcium and electrorefining. Rolled disks were prepared from the spiked alloys for sampling. Test 
specimens were cut out of the disks for physical property measurements.

Introduction
While metals in general have been studied for thousands of years, plutonium occupies a rather unique place 

among the metals as it has only been studied as a metal for less than a century. The pit of a nuclear weapon is 
subject to the constant self-irradiation from the radioactive plutonium that it contains, and this radiation could 
produce a significant amount of damage over the lifetime of the pit. The aging effects most of concern are thought 
to be helium bubble formation and void swelling. Since it is assumed that the damage produced should scale with 
the radiation dose received, replacing a portion of the 239Pu with a much more radioactive isotope of plutonium 
would allow experiments to be conducted over a period of a few years that should reflect the aging behavior of 
plutonium in a weapon in excess of 50 years.

Spiked Alloy Production

The plutonium starting materials for the spiked alloy production were weapons grade (WG) plutonium, either 
as the oxide or the metal, and 238Pu-enriched PuO2. The 238Pu-enriched oxide contains approximately 70 wt% 
238PuO2, 15 wt% WG PuO2, 14 wt% 234UO2, and 0.3 wt% 241AmO2. The 238Pu-enriched oxide will be referred to 
henceforth as 238PuO2. Pyrochemical processing methods were used to produce 238Pu-spiked alloys with 7.5 wt% 
238Pu and 1 wt% gallium nominal composition. The aging in a 7.5% 238Pu-spiked plutonium alloy is about 16 times 
faster than in weapons grade plutonium.

All the plutonium used for the alloy had to be first reduced to the metal; for this, a direct oxide reduction 
(DOR) [1] process was used in which calcium metal reduces the 238PuO2 and WG PuO2 to 238Pu-spiked metal. 
The reduction was carried out in a MgO crucible and dry CaCl2 salt at ~900ºC.  All the reagents, plutonium, 
calcium and CaCl2, are molten at this temperature. The reduction of plutonium oxides by calcium produces 
plutonium metal and CaO which is soluble in the molten 
CaCl2. The molten 238Pu-spiked metal from the reduction 
is insoluble in the molten CaCl2, and forms droplets in 
the salt.  These droplets coalesce in the stirred salt and 
eventually settle to the bottom of the crucible, which is 
later recovered as an ingot (Figure 1). Each DOR reaction 
produced approximately 1 kg of 238Pu-spiked Pu metal.

Following the reduction, the metal must be purified 
by electrorefining [1]. Electrorefining is used to remove 
metallic impurities from the plutonium, such as iron, 

Figure 1. DOR button.
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nickel, aluminum, gallium, americium and uranium. Electrorefining is a low yield process because it retains 
a significant amount of plutonium in the electrolyte and impure plutonium containing all the impurities in the 
anode heel. About three DOR runs were needed to provide enough plutonium for one electrorefining run. The 
electrorefiner uses a cast plutonium ingot for the anode and dry CaCl2 salt as the electrolyte.  Either PuCl3 or 
Cs2PuCl6 (dicesiumhexachloroplutonate, DCHP) is added to the salt to provide the initial plutonium ions in the 
electrolyte. The electrorefining is carried out at ~850ºC and 1 to 2 volts DC for about six days duration. See Figure 
2 and Figure 3. The electrolytic reactions are:

Anode: impure Pu°  →  Pu+3 + 3e-           (1)
Cathode: Pu+3 + 3e-  →  purified Pu°        (2)

The electrorefined plutonium (Figure 3) is next cast into cookies. Cookies are solid cylinders 1.5" in diameter 
by 3/8" high (Figure 4). Gallium and a small amount of iron are added at this point. After being poured into 
the molds, the castings are annealed at ~450ºC to stabilize the plutonium δ-phase. The cookie castings are then 
cooled and removed from the molds and the cookies are machined to obtain clean surfaces and flat parallel top 
and bottom faces (Figure 5). After machining, the cookies are rolled into 1/8" thick stock in the shape of disks   
(Figure 6).  The disks are annealed at ~450ºC to remove cold work, and test specimens are machined out of the 
disks. Test specimens are machined into special shapes for measurement and testing (Figure 7).

Figure 2 . Cast anode for electrorefining feed. Figure 3.  Electrorefined ring. Figure 4. Cast cookies. 

Figure 5 . Machined cookies.

Figure 6.  Rolled and annealed disk.
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Unspiked WG Pu material with a similar composition to the spiked alloy was also produced, and test specimens 
were machined for physical property measurements.  This material is referred to as reference alloy.

Isotopic and elemental analyses were carried out by Induction Coupled Mass Spectrometry on the spiked 
materials and compared with the reference alloy. The analyses on the individual disks showed very small variations 
from the values.

Spiked Alloy Characterization and Physical Property Measurements

Metallographic images are shown in Figure 8 of the reference and spiked alloy. The microstructures appear 
to be similar. The average grain size between the alloys show good agreement in grain size. TEM was carried out 
on the reference and spiked alloys. A few bubbles are found in the spiked alloy, but none are seen in the reference 
alloy. The reference alloy was also characterized by X-ray diffraction, which verified that the material is delta 
phase plutonium.

Conclusions
The 238Pu-spiked alloys were successfully prepared by pyrochemical processing.  Comparison of chemical 

analyses on the spiked alloys with that of the reference alloy showed similar impurity levels.  The 238Pu contents, 
7.38 wt% and 7.16 wt%, were found to be somewhat lower than the goal of 7.5 wt%, but were sufficiently close 
as to allow aging determinations to be made within a reasonable time.

Characterization by metallography, grain size, Vickers hardness, and TEM of the spiked alloy showed excellent 
consistency with the reference alloy. Tensile testing generally showed good consistency between the spiked alloy 
and the reference alloy. 
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The fifth session includes papers devoted to numerical and 
experimental researches on material behavior under the effect 
of dynamic loading. The process of material deformation un-
der high-rate loading has a complicated, ambiguous character. 
Therefore, it cannot be predicted a priori, and to formulate ad-
equate wide-range constitutive relations for materials, a large 
scope of experimental data is required. 

In this session, several works are devoted to experimental measurements of sound velocities (elastic and volume) 
for metals (uranium, tin) under the effect of shock waves. Knowing dependences of sound velocities on pressure, it is 
possible to get information on phase transitions, which occur under shock-wave loading, testing of shear modulus, 
and, as a consequence, strength of a studied material. Besides, organic compounds are considered. Under the effect 
of shock waves, their behaviors are similar and can be described by a unified equation of state. Using the method 
of diamond anvil cell (DAC), yield strengths of polycrystalline tantalum and iron were studied. It was revealed that 
yield strength increases linearly as pressure grows in tantalum but that the behavior of iron is complicated by the 
presence of a phase transformation.  Also, the fifth session presents kinetics of phase transition based on the Landau-
Ginsburg model for martensite transformations, which can be used to calculate system behavior at various stresses 
and temperatures. Application of the methods of molecular dynamics (MD) allows getting a new and advanced un-
derstanding of the processes that occur in metals during deformation by shock waves. The model was tested using 
coarse-grain copper, and the calculational results are compared to available experimental data.

Olga N. Ignatova, All Russian Scientific Research Institute of Experimental Physics, Sarov, Russia

Experimental dependence 
of sound velocities in tin on 
pressure of shock compression.
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Thermal FlucTuaTion model oF PlasTic Flow

Dean L. Preston
Physics Division, Los Alamos National Laboratory

Landau theory is a phenomenological framework that originated as a description of second-order 
(continuous) phase transformations. Although the conventional Landau approach is strictly valid only 
for second-order phase transformations, Landau theory has been generalized to encompass first-order 
phase transformations, in particular, displacive reconstructive transitions, which include martensitic 
transformations. 

The basic ingredients of a Landau model are a set of order parameters, ɳ k , which encode the atomic configurations 
through the transformation, and the thermodynamic potential, G, which is a function of the order parameters.

In Landau-Ginzburg theory, a gradient term is added to the total energy to account for interface surface energy

                 (1)

where the  are gradient energy coefficients. Since the driving force to change  equals , the 
coupled kinetic equations for the  are 

                                                                .   (2)

Here  is the noise due to thermal fluctuations, and the  are kinetic coefficients.
 We have constructed a Landau free energy, G, that describes martensitic phase transformations (PTs) in steels 
and shape memory alloys for an arbitrary number, n, of martensitic variants [1, 2]. Hence, the transformation 
strain is temperature independent, the stress hysteresis is weakly temperature dependent, and the tangent elastic 
moduli at the PT point are nonzero. Finally, the theory accommodates all the thermomechanical properties of both 
phases. For the simplest case of a single variant, the free energy is of the form

                               (3)

where  is the temperature, σ is the stress tensor, λ is the elastic compliance tensor, and  is the transformation 
strain in going from austenite  to martensite ;  and , the thermal energy, are 2-3-4 (quartic) or 
2-4-6 (sixth degree) polynomials in the order parameter. An additional term is required for two or more variants. 
We note in passing that this is a small strain theory, though we have extended it to account for large transformation 
strains and lattice rotations [3].
 One of the most fundamental and challenging topics in the theory of first-order phase transformations is that 
of kinetics, the progress of the transformation. The specific issue addressed here is nucleation, the process by 
which the system evolves when quenched into a metastable state. Equation (2) with (3) possesses a localized 
time-independent solution with the property that larger profiles grow while smaller profiles shrink away; hence, 
such a solution is a critical martensitic nucleus [4]. The focus here is not on finding such solutions, but rather on 
determining the rate at which critical nuclei are formed.
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 The calculation of the nucleation rate hinges on a key observation, namely, that the Landau-Ginzburg 
equations with (thermal) noise, (2), are the equations of motion of a reaction-diffusion system. In the absence of 
noise, the action that yields (2) is trivially obtained by left multiplying (2) by a conjugate field, ; the functional 
derivative of the action with respect to  then returns (2). However, to yield an equation of motion with noise, it 
is necessary to add a term of the form  to the action. The action is then linearized in the conjugate field by 
means of a Hubbard-Stratonovich transformation, which adds a term , with  a Wiener process, to 
the equations of motion. Thus, the action for the Landau-Ginzburg system with noise for one martensitic variant 
in d dimensions may be written

             .      (4)

This action can be regarded as that for a field theory obtained, using a procedure developed by M. Doi [5], from 
a continuous-time master equation for the distribution of interacting particles diffusing over a lattice. Expressing 
the Hamiltonian, H , corresponding to (4) in terms of creation and annihilation operators, time-dependent densities 
and correlation functions may be put in the interaction picture, where the time dependence of any operator is 
induced by the diffusive term in H, and then evaluated (for weak coupling) by expanding exponentials and using 
Wick’s theorem, yielding Feynman diagrams. Alternatively, the densities and correlators can be given coherent 
state path integral representations, which can again be expanded into sums of Feynman diagrams.

Conclusions
In summary, our Landau-Ginzburg theory for martensitic phase transformations is mapped into a field theory. 

The powerful methods of quantum field theory can then be exploited to calculate the evolution of the system as 
the stress and temperature are varied. Progress toward evaluating the homogeneous martensite nucleation rate for 
our 2-3-4 polynomial potential, G, in a single order parameter will be presented.  
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Russian Federal Nuclear Center – Zababakhin Institute of Applied Physics, Snezhinsk, 

Chelyabinsk Region, 456770 Russia

Here we present a new wide-range equation of state for water. It was constructed by sewing together a 
number of local models describing the matter in different regions of the phase diagram. At temperatures 
below dissociation and moderate densities, the semi-empirical equations of state describing water 
with high accuracy and taking evaporation into account were used. To construct a thermodynamic 
model describing properties of water in the region covered by shock data, Variational Perturbation 
Theory was applied. Dissociation reactions were also included in the model. In this region, water is 
considered as a mixture of molecular fluids. Some peculiarities of the intermolecular potential for water 
and their effect upon shock compression parameters were investigated. Results of the calculation were 
compared with experimental data on shock compression of porous ice and snow. At high densities, the 
matter is considered as a homogeneous mixture of atoms, and the Thomas-Fermi model with quantum 
corrections and nuclei treatment by Kopyshev is applied. At low densities and high temperatures, the 
model of weakly nonperfect dissociating gas and the Saha model of ionized gas were used. The EOS was 
converted into tabular form to make it efficient in hydrodynamic codes.

Introduction
Water is abundant in nature and is often used as a working fluid in technology. That is why experimental and 

theoretical investigations in many fields of physics, including the physics of shock waves, require an equation of 
state of water capable of precise calculation of its thermodynamic properties in a wide range of temperatures and 
densities. 

In the past 25 years, a number of wide-range water EOSs have been constructed. The tabular EOS proposed 
in [1] describes water at densities  and energies . It uses precise approximations 
of experimental data on water and vapor [2] and approximations [3] of calculation data [4] at high temperatures 
and densities obtained with the Thomas-Fermi model. In the region covered by shock experiments, EOS [1] uses 
a modified EOS [5] and a semiempirical approach from [3] to describe dissociation.  

The wide range EOS from [6] gives analytical forms for pressure and energy as functions of density and 
temperature. It takes into account evaporation, oscillation excitations, dissociation (semi-empirical approach), 
and hydrogen bonding. At high temperatures and pressures, this EOS approximates calculation data [4]. The EOS 
[6] satisfactorily describes experimental data [2] at ρ > 0.01 g/cm3 and experimental data on shock compression 
of water, but inadequately describes experimental data on shock compression of porous ice and snow [7,8].

The EOS from [9] also has an analytical form and uses specific volume and entropy as independent 
thermodynamic variables. This EOS is in satisfactory agreement with experimental data on shock compression 
of water and porous ice, but at pressures below 10 GPa and temperatures below 1000 K, it fails to describe the 
precise experimental data on static compression [2]. Also, entropy as an independent variable hampers the use of 
the EOS in hydrocodes. 

The experimental data on shock compression of water into Megabar range (0.5−31.5 Mbar) [10-13] and new 
theoretical data on the thermodynamic properties of water as a homogeneous mixture of oxygen and hydrogen 
obtained with the Thomas-Fermi model with quantum corrections [9] were used to construct the tabular EOS 
GLOBUS [14]. The EOS works in the ranges 10-3 ≤ ρ (g/cm3)≤ 64, 300≤T(K)≤1.6⋅108 and has a more sophisticated 
mathematical form compared to the EOS [1]. Potential pressure at densities lower and higher than density at 

Dremov, V. V. et al.
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ambient conditions is presented on uniform and logarithmic grids, respectively. Potential energy is found from 
the equation of thermodynamic compatibility. The EOS domain of definition is subdivided into a number of 
rectangular subdomains corresponding to the models valid in these ranges of density and temperature. Thermal 
pressure and energy are presented within the subdomains on logarithmic grids. Bi-cubic interpolation is used 
between their nodes. Beyond the EOS’s domain of definition, a simple extrapolation is applied.

GLOBUS-3 Equation of State
Here we present the GLOBUS-3 EOS for water, which is a modification of GLOBUS EOS [14]. The main 

difference of the new EOS is that the subdomains corresponding to different physical models are no longer 
rectangular (Figure 1).

When tabulating this EOS, we used a more comprehensive set of models and local EOSs compared [14]:
• The model of weakly nonperfect dissociating gas;
• Variational perturbation theory;
• Calculation data on ionized gas of low density – Saha model [15];
• Calculation data obtained with Thomas-Fermi model with quantum corrections [16] and nuclei treatment 

by Kopyshev [17] for the homogeneous mixture of oxygen and hydrogen.

Compared to the earlier EOSs, the GLOBUS-3 EOS better describes the regions of dissociation and ionization, 
experimental data on shock compression of porous ice and snow [7,8], and water properties at extremely high 
pressures on the Hugoniot [13]. The ranges of its applicability are 10-4 ≤ ρ (g/cm3) ≤ 100; 273 ≤ T (K) ≤ 6⋅107.

Figure 1.  Layout of models sewed together in the wide range GLOBUS-3 EOS of water. Shading denotes interpolation regions between models.

Application of Variational Perturbation Theory 
To construct the thermodynamic model describing water properties in the region covered by the shock data 

obtained in experiments with porous ice and snow [7,8], we used variational perturbation theory (VPT) [18]. 
Dissociation reactions were also introduced in the model in accord with [19]. 

InT

Inδ
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We have found that at densities corresponding to condensed matter the main reaction affecting the parameters 
of water shock compression is

          (1)

This reaction is responsible for water conduction under shock compression [21].  

In the paper by Ree [20], the following form of the intermolecular potential for water was proposed (exp-6):

       ,                    (2)   

where the parameter ε depends upon temperature (due to the dipole moment of water molecules). This formula, 
being a simple approximation of ab initio calculations [21], gives excellent agreement with experimental data on 
the Hugoniot of water.

However, calculations carried out for porous ice (Figure 2) showed strong disagreement with the experimental 
data. Dissociation at pressures P<20 GPa for these Hugoniots is <1% and hence does not affect their positions. 
The conclusion is that the approximation (2) is unsatisfactory. Indeed, not only the minimum depth, but also the 
minimum position is temperature dependent: it shifts to the right as temperature increases [21]. This leads to a 
decrease of compressibility. Since at the given pressure on the Hugoniot, the temperature increases with initial 
porosity, the increase of compressibility reveals itself stronger as the initial porosity grows. 

Calculations carried out with limiting approximations corresponding to the lower (1000 K) and the upper 
curve (10000 K) from [21] bound the region of Hugoniots from different possible approximations of the ab 
initio data [21] (Figure 2). The experimental data go out of this region as pressure grows. Therefore, the matter 
is not only in successful approximation. We suppose the following reasons for the disagreement between the 
calculation and the experiment. Ab initio calculations [21] do not take into account multiparticle interactions; the 
multipolar and other interactions dependent upon mutual orientations were taken into account indirectly, namely, 
via averaging over the orientations at the given temperature.

Figure 2.  Hugoniots of porous ice. Stars: experimental data [7]; solid lines: calculation with the potential [20]; the dashed 
lines bound the region of Hugoniots from different possible approximations of the ab initio data [21].

Dremov, V. V. et al.
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Figure 3.  Hugoniots of water and porous ice and snow. 
Solid lines: calculation with the modified potential; markers: 

experimental data [7,8,10-13,23]. The digits near the curves are initial 
densities. Data on densities for ρ0=1.0 g/cm3 were increased 

by +0.5 g/cm3. 

Two simple steps were done to improve the model. As already mentioned above, a more accurate approximation 
of the ab initio data [21] requires a temperature dependence of   (characteristic radius), which was taken in the 
form

          (3)

Then we tried to effectively account for the multiparticle effects. Remaining in the frame of the pair potential, 
we suppose that the growth of the characteristic radius with temperature (i.e., the spherical symmetrization of the 
interaction) is suppressed as density increases (i.e., assume that T0 in (3) is a function of density):

             (4)

Our calculations with the modified potential and experimental data on shock compression of water, porous 
ice, and snow [7,8] are compared in Figure 3. One can see a very good agreement. 

A similar approach to water EOS was applied in [22] where intermolecular interaction is described by a 
spherically symmetric exp-6 potential and an angular dependent multipolar contribution. Unfortunately, in [22], 
there is no comparison with experimental data for porous ice and snow.

The principal Hugoniot of water calculated with the GLOBUS-3 EOS in which different physical models 
were sewed together is presented in Figure 4.

Dremov, V. V. et al.

Figure 4.  Hugoniot of water. Solid line: GLOBUS-3 EOS; dashed and 
dotted line: GLOBUS EOS [14]; markers: experimental data 

[7-8,10-13,23]; dashed line: Thomas-Fermi model with quantum 
corrections for the homogeneous mixture of atoms; long dashed line: 
double compression calculated by GLOBUS-3; х: experimental data on 

double compression [7]; lower solid line: potential pressure.
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on The universal Behavior oF some organic comPounds under 
comPression

B.A. Nadykto
All-Russia Research Institute of Experimental Physics (VNIIEF), 

Sarov 607190, Russia

Such materials as polyethylene, polypropylene, polyisobutylene have about the same initial density 
and the same elemental composition (СH2); only the structures of the initial molecules differ. As the 
analysis shows, the behaviors of polyethylene and polypropylene under compression are similar and 
described with one and the same equation of state (with the same parameters). The correlation behavior 
of compressibility of hydrocarbon and fluorocarbon compounds of CF2 type is shown. This may be 
because of identical electron configuration of oxygen-like carbon ion in these compounds. 

Introduction
In his papers, P. Bridgman demonstrated that many crystals undergo crystalline structure change under static 

pressure [1]. Pressure-induced phase transitions were observed later in shock-wave experiments too [2,3,4]. They 
proceed under these conditions in very short times (up to a few nanoseconds).
 In the late 1940s, the concept of electron phases of solids appeared; it was found then from X-ray diffraction 
measurements in samples under pressure [5] that different cerium phases that had been discovered previously by 
P. Bridgman had the same crystalline lattice type. 

Such transformations are also observed in hydrocarbon and fluorocarbon materials. Plastic materials on the 
base of hydrocarbons and fluorocarbons are extensively used in practice, including their application in devices that 
can be subjected to impulsive loads. Some organic fluids, such as hexane, are used in shock-wave experiments as 
a transparent shield. To develop models of the behavior of these materials, knowledge of their equations of state 
is required. Currently, the main data on the equation of state (EOS) for these materials can be obtained from a D-u 
diagram, which is constructed during shock-wave experiments (6,7).

Method of Calculation

To calculate material compressibility, we use the method described in detail in [8-12]. The model of  [8-12] 
provides approximate analytical expressions describing elastic energy and pressure in compression and allows 
estimation of outer electron energy state as En=9AB0/2NAρn. Here, energy and pressure are written as a sum of 
their cold (elastic, potential) and thermal components: 

E=EC+ET ;                          P=PC+PT .                              (1)

The elastic components of energy and pressure are given by the following expressions: 

                    (2)

where σ=ρ/ρn is the compression ratio, ρn, is the equilibrium density of material with P=0, T=0.

Nadykto, B. A.
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The thermal component of pressure in Mie-Grueneisen form is PT=ΓρET. The Grueneisen coefficient, Г, can 
be calculated based on (2). In the Dugdale-MacDonald approximation, Γ=(2σ1/3 – 1)/(3σ1/3 – 2). The EOS given 
above can be used to calculate the shock-wave compression of material. 

Results and Discussion

There are two different procedures of manufacturing polyethylene, and hence, it has somewhat different 
density at normal pressure and temperature. The density of polyethylene manufactured under high-pressure (HP) 
is 0.92 g/cm3, and the low-pressure (LP) technology gives polyethylene density 0.95 g/cm3. Ref. [7] contains the  
main experimental data on the shock-wave compression of polyethylene up to 50 GPa for HP polyethylene and 
up to 60 GPa for LP polyethylene, and [6] contains data on the polyethylene compression up to 44 GPa for HP 
polyethylene and up to 55 GPa for LP polyethylene.

We obtained the polyethylene EOS of the form (1, 2). The experimental data in D-u, Р-ρ and P-u coordinates 
clearly show the changed slope of the experimental curves near u=1.97 km/s, D=5.7 km/s, P=10 GPa, and            
ρ=1.4 g/cm3. The slope changes can be attributed to changes in the electron structure of polyethylene under 
compression. Therefore, the polyethylene EOS was fitted in the form of two sections with different parameters 
for each phase:  

I      ρo = 1.07 g/cm3; Bo = 17.0 GPa. 

II    ρo = 1.325 g/cm3; Bo = 50 GPa.

Figure 1(a) gives a comparison between the calculated Р(ρ) curves and the experimental data from [6,7] for 
HP polyethylene (ρoо = 0.92 g/cm3). Calculations of Hugoniot for LP polyethylene (ρoо = 0.95 g/cm3) using the 
same EOS as for HP polyethylene demonstrate a noticeable difference in Hugoniots for various initial densities 
of polyethylene (7–10% in pressure). Comparison of the calculated dependences Р(ρ) with the experimental data 
from [6,7] for polypropylene is shown in Figure1(b). The calculation for polypropylene was performed under the 
assumption that its EOS was the same as the polyethylene EOS. Each of the D-u, Р-ρ, and P-u curves is described 
well by this EOS. The data of [6] are significantly fuller than those of [7]. The clearly seen difference between 
the two experimental points from [7] and the data from [6] can be attributed (besides a measurement error) to the 
metastable state of the previous phase implemented, for one reason or another, in [7].

Figure 1. The P(ρ) curves for (а) HP polyethylene (ρoо = 0.92 g/cm3); (b) polypropylene (ρoо = 0.90 g/cm3). Experimental data:  - from [7], x – from [6]. The curves were 
calculated by us for two different polyethylene phases.  
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Polytetrafluoroethylene is a polymer with linear chain CF2, which is similar to polyethylene with linear chain 
CH2. There is a common known trademark “Teflon” with density of 2.15–2.19 g/cm3 under normal conditions. 
Experimental data for polytetrafluoroethylene under shock compression with pressures higher than 1.4–4 GPa are 
given in [6] (for pressures up to 86 GPa) and [7] (for pressures up to 174 GPa). Data on the shock-wave experiments 
with pressures lower than 3 GPa (see [15,16]) and data on the static experiments (see [13,14]) are also available. 
Static experiments [13,14] show that Teflon demonstrates its phase transition under hydrostatic pressure
0.54 ± 0.01 GPa. The phase transition results in 2.3% volume changes. The shock-wave experiments described in 
[15,16] prove that Teflon demonstrates its phase transition under pressure 0.5 GPa [15], or 0.7 GPa [16], which 
can be found from the intersection of P(ρ) curves. As for high pressures, the P(ρ) curves also intersect at P ≈ 4, 15, 
and 30 GPa, and such intersections can be treated as changes in the electron structure of material under compression. 
The available experimental data make it possible to construct the equation of state for polytetrafluoroethylene 
with pressures up to 200 GPa. Each of the five sections of the P(ρ) curve corresponding to different phase states 
parameters for EOS (2) is given below:

I      ρ0 = 2.3 g/cm3 ,      B0 = 5.7 GPa.  II     ρ0 = 2.43 g/cm3 ,    B0 = 18.4 GPa. 

III    ρ0 = 2.62 g/cm3 ,    B0 = 37 GPA.  IV    ρ0 = 2.93 g/cm3 ,    B0 = 85 GPa. 

V     ρ0 = 3.365 g/cm3,   B0 = 217 GPa. 

Under normal conditions (atmospheric pressure, Т=293 K), the estimated equilibrium density of Teflon is     
ρ00 = 2.165 g/cm3, and the bulk modulus is B = 4.73 GPa. Comparison between the calculated P(ρ) and D(u) 
curves and the experimental data is given in Figure 2. Use of the values of parameters for five different phases 
allows the experimental data within the whole range of measurements to be described quite well.

Figure 2. The dependence of parameters on the Hugoniot for polytetrafluoroethylene: a) P(ρ); b) D(u).  Experimental data:   – from [16], ∆ – from [15], x - from [6],         
◊ – from [7]. The curves are the results of our calculations for various polytetrafluoroethylene’s phases.   

The fluoropolymer modification—C2F3Cl—in which one atom of fluorine is replaced by chlorine, is 
widespread in practice. In spite of an essentially large atomic weight of chlorine, as compared to fluorine, the 
polychlorotrifluoroethylene density is even slightly lower than the polytetrafluoroethylene density. This indicates 
that a chlorine ion in this compound has a large volume in comparison with that of a fluorine ion (if the fluorine 
and chlorine ions’ volumes were the same, the density of C2F3Cl would be higher than the density of CF2 by a 
factor of 1.165). Ref. [6] gives detailed experimental data on the shock compression of polychlorotrifluoroethylene 
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with pressure 0.3-75 GPa. For each section of the P(ρ) curve for polychlortrifluoroethylene corresponding to its 
different phase states the parameters selected for EOS (2) are given below:

I      ρ0 = 2.1998 g/cm3,      B0 = 9.8 GPa.  II       ρ0 = 2.37 g/cm3,    B0 = 18.2 GPa. 

III    ρ0 = 2.604 g/cm3,       B0 = 38.1 GPa.  IV    ρ0 = 3.03 g/cm3,    B0 = 85 GPa. 

V     ρ0 = 3.6 g/cm3,           B0 = 170 GPa. 

Under normal conditions (atmospheric pressure, Т=293 K), the estimated equilibrium density of 
polychlorotrifluoroethylene is ρ00 = 2.14 g/cm3, the bulk modulus is B = 9 GPa under these conditions. Figure 3 
illustrates comparison between the calculated P(ρ), D(u) curves, and experimental data.

Figure  4(a) illustrates for comparison the P(ρ) curves for polytetrafluoroethylene and polychlorotrifluoro-
ethylene. One can see that these fluorocarbons of different elemental compositions have almost the same slopes 
of their P(ρ) curves in sections with appropriate pressure values (i.e., close values of bulk modulus). Possibly, this 
can be attributed to the same compressibility of electron shell of a carbon atom (ion) in various fluorocarbons. 
Figure 4(b) shows pressure points [7] on the Hugoniot (triangles) for liquid (carbogal), which has the same 
elemental composition (CF2) as Teflon. Under high pressures, the experimental points for carbogal of initial density 
1.89 g/cm3 are located in parallel to the curve for Teflon and close to it. Two points under lower pressures are 
located close to the curve for the previous phase. This indicates that with the same elemental composition, the 
behavior of atoms is almost the same in solid and liquid phases.

Figure 3. The curves for 
polychlorotrifluoroethylene: a) 

P(ρ), b) D(u). Experimental data: 
x – from [6]. The curves are the 

results of our calculations for various 
polychlorotrifluoroethylene’s phases.

Figure 4. (a) Comparison between the P(ρ) 
curves for polytetrafluoroethylene (curves 

and experimental data on the right) and 
polychlorotrifluoroethylene (curves and 

experimental data on the left). It is evident 
that these materials demonstrate similar 

behavior in compression. (b) The P(ρ) curve for 
polytetrafluoroethylene. Triangles (∆) show the 

pressure points [7] on the Hugoniot for liquid 
(carbogal) of the same elemental composition 

(CF2) as Teflon.
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Polyvinylidene fluoride (PVDF) is a polymer structure of the form [СH2–CF2]n. There are experimental 
data [6] within the range of pressures from 4 to 75 GPa. Several experimental points are given in [17] for 
pressures below 4 GPa. Under pressure, PVDF similar to polytetrafluorethylene and polychlorotrifluorethylene 
demonstrates intersections of the P(ρ) curves, which can be treated as changes in the electron structure of PVDF 
under compression. For each section of the P(ρ) curve for PVDF corresponding to various phase states of this 
material the following parameters were selected for EOS (2):

I      ρ0 = 1.882 g/cm3 ,      B0 = 6.9 GPa.      II     ρ0 = 1.856 g/cm3,    B0 = 18.6 GPa. 

III   ρ0 = 2.10 g/cm3,         B0 = 45.5 GPa.    IV    ρ0 = 2.93 g/cm3,      B0 = 85 GPa. 

Under normal conditions (atmospheric pressure, Т=293 K), the estimated equilibrium density of PVDF is 
ρ00 = 1.767 g/cm3, and the bulk modulus is B = 5.7 GPa under the same conditions. Comparison between the 
calculated P(ρ), D(u) curves, and experimental data is given in Figure 5.

Conclusions
It has been shown that hydrocarbons of the same elemental composition, CH2, demonstrate the same behavior 

under compression. Apparently, the volume and compressibility of a compound is determined by a carbon ion, 
and hydrogen makes no contribution to its volume.

It is noted that fluorocarbons of different elemental compositions have almost the same slopes of the P(ρ) 
curves in sections with appropriate pressures (close values of bulk modulus). This can be attributed to the fact of 
the same compressibility of the electron shell of a carbon atom (ion) in various fluorocarbons. 

The calculated D(u) curves clearly demonstrate non-linear and non-monotone behavior within a wide range 
of parameters. Such non-monotone behavior is demonstrated to the highest extent by the P(ρ) curves. The non-
monotone behavior is proved by comparison with available experimental data.  

Figure 5. Curves a) P(ρ), b) D(u) for polyvinylidene fluoride (PVDF). Experimental data: ∆– from [6],  – from [17]. The 
curves are the result of our calculations for various PVDF phases.



V-14

  Materials Response to  DYnAMIc LOADInG I

Nadyktyo, B. A.

References
[1] P. W. Bridgman, Collected Experimental Papers, 7 vols. (Cambridge, MA, Harvard University Press, 1964).

[2] J. M. Walsh, “Metal equation of state from shock wave studies,” Bull. Am. Phys. Soc. 29 28 (1954).

[3] D. Bancroft, E. L. Peterson, S. Minshall, “Polymorphism of iron at high pressure,” J. Appl. Phys. 27, Issue 3, 291 (1956).

[4] L. V. Altshuler, ”Use of shock waves in high-pressure physics,” USP FIZ NAUK 85, No. 2, 197 (1965). [Sov. Phys. Usp. 8 52   
 (1965) – in Russian]

[5] A. W. Lawson and T. Y. Tang, “Concerning the high pressure allotropic modification of cerium,” Phys. Rev. 76 301 (1949).

[6] S. P. Marsch, ed., LASL Shock Hugoniot Data (Berkeley, CA, University of California Press, 1980).

[7] R. F. Trunin (ed.), Experimental Data on Shock-Wave Compression and Adiabatic Expansion of Condensed Matters, (Sarov,   
 Russian Federal Nuclear Center Academic Publication, 2006).

[8] B. A. Nadykto, Doklady Akademii Nauk SSSR. 316 6 1389 (1991). 

[9] B. A. Nadykto, “A semiempirical model for calculation of the energies of states of multielectron ions,” Physics-Uspekhi              
 36 794 (1993). 

[10] B. A. Nadykto, Theor. i Prikl. Fizika, Issue 3, 58 (Vopr. Atom. Nauki I Tech. 1996). 

[11] B. A. Nadykto, “Calculation of Electron Phase Parameters of Elements and Compounds Using Compressibility Data,” in New  
 Models and Numerical Codes for  Shock Wave Processes in Condensed Media, ed. I. G. Cameron (Oxford: AWE Hunting   
 BRAE, 1998) p. 205. 

[12] B. A. Nadykto Khimicheskaya Fizika 18 11 87 (1999).

[13] G. C. Kennedy and P. N. LaMori, “The pressures of some solid-solid transitions,” J. Geophys. Res. 67 (Institute of    
 Geophysics and Planetary Physics, University of California, Los Angeles, CA, 1962) p. 851.

[14] C. E. Weir, “Transitions and phases of polytetrafluoroethylene (Teflon),” J. Res. Natl. Bur. Std. 50 95 (1953).

[15] A. R. Champion, “Shock compression of teflon from 2.5 to 25 kbar-evidence for a shock-induced transition,” J. Appl. Phys.   
 42, Issue 13, 5546-5550 (1971).

[16] D. L. Robbins, S. A. Sheffild, R. R. Alcon, “Magnetic particle velocity measurements of shocked teflon,” Shock Compression  
 of Condensed Matter 2003, AIP Conference Proceedings, eds. M. D. Furnish, Y. M. Gupta, and J. W. Forbes (Melville, NY,   
 AIP, 2004) pp. 675-678.

[17] J. C. F. Millett and N. K. Bourne, “The shock induced equation of state and shear strength of polyvinylidene difluoride,” J.   
 Phys. IV France 134 719-724 (2006).



Materials Response to  DYnAMIc LOADInG I

V-15 Yanilkin, A. V. et al.

shock induced PlasTiciTy in al, cu, and al-cu alloys

A. V. Yanilkin, A. Yu. Kuksin, G. E. Norman, V. V. Stegailov
Joint Institute for High Temperatures (JIHT), Russian Academy of Sciences, Moscow, 125412, Russia

Author Contact:  aleyanilkin@gmail.com

The molecular dynamic (MD) simulations presented are devoted to the study of mechanisms and kinetics 
of shock-induced plasticity of Al and its alloy with Cu.  Dislocation velocities as functions of applied 
shear stress are calculated in a wide temperature range up to melting point. Dislocation interaction 
with nanosize obstacles (voids, precipitates) is considered. The critical resolved shear stress necessary 
for a dislocation to penetrate through an obstacle is determined. The results are used to characterize 
the effect of temperature on the dynamic yield stress in perfect crystals and crystals with nano-sized 
obstacles.

Introduction
The ability of a crystal to exhibit plastic deformation is related to the presence of dislocations in the crystal 

lattice. The motion of dislocations provides for the formation of a real atomic structure in crystalline solids and 
the kinetics of deformation of crystals under load; it underlies the control of many important physical properties 
of solids [1].

It is known that the dependence of the yield stress on deformation rate in many metals increases sharply when 
the deformation rate exceeds 103-104 s-1. This phenomenon can be interpreted as the consequence of a change 
in the mechanism of dislocation motion. Moving at low velocities, dislocations overcome obstacles as a result 
of the joint action of the applied stress and thermal fluctuations. Due to this, an increase in the temperature is 
accompanied by a decrease in the yield stress of the material. For a high-rate deformation, it is necessary to apply 
higher stresses. At a deformation rate exceeding a certain threshold (104 s-1 for pure metals), the acting stresses 
prove to be sufficient for the dynamic overcoming of obstacles without an additional contribution from thermal 
fluctuations. In this case, the pumping of the dislocation energy to the crystal lattice vibrations or, depending on 
temperature, to the electron subsystem becomes the dominating mechanism of the retardation of dislocations. In 
contrast to the region of thermofluctuational mobility, the dislocation velocity in the dynamic region decreases 
with temperature in accordance with an increase in the density of the gas of elementary excitations. For this 
reason, an anomalous increase in the yield stress with increasing temperature is observed for some materials at 
very high rates of deformation [1].

In the present paper, mechanisms and kinetics of plasticity of Al and its alloys are studied under strain rates   
105 s-1 and more. The mobility of dislocations is evaluated from nonequilibrium MD simulations. The influence of 
temperature, Cu precipitates, and voids on dislocation motion is analyzed. The results of simulation are compared 
with the values of the dynamic yield stress for single crystalline aluminum in the shock-wave experiments [1].

Model
Three types of MD models (with different boundary conditions) are used to study the mobility of single 

dislocations. Our calculations are based on a variant of the model proposed by Daw et al.[2], where the periodic 
boundary conditions are set not only along the dislocation axis, but also along the direction of the Burgers vector 
b of the dislocation. In this case, the system can be represented as an array of dislocations periodically repeating 
in space. 
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Figure 1 shows a schematic diagram of the calculation cell used in this model. The axes are oriented so 
as to correspond to one of the glide systems typical of the fcc lattice of aluminum, namely, [1-10](111). The 
Burgers vector of the pure edge dislocation providing such a glide is b = a/2[1-10] (the direction coincides with 
the X axis). The dislocation glides in the XZ plane that coincides with the (111) plane. The edge-dislocation line 
coincides with the Z axis. The periodic boundary conditions are set along the X and Z axes. The mobile particles 
of the calculation cell form the M unit.

For generating shear stresses σxy, we used several border atomic layers, each consisting of particles fixed 
relative to one another. The positions of three atomic layers near the lower boundary F are fixed, while the layers 
near the upper boundary R move along the axis X either under the action of a preset external force Fx or at a 
constant preset velocity vx. Thus, in the first case, the shear stress is directly controlled, while, in the second case, 
the shear strain is controlled. It is necessary to emphasize that the pure dislocation, which is energetically less 
favorable for the fcc lattice, splits into two partial edge dislocations. The modeling has used EAM potential [2], 
parameterized by Liu et al., and the LAMMPS package [3].

Results and Discussion
Dislocation Motion in Single Crystal/Phonon Drag Coefficient 

It is convenient to study the mobility of dislocations as a function of the shear stress. The shearing force Fx 
is determined by a preset value of the stress σxy and the surface area Sxz to which it is applied: Fx = σxy Sxz. As a 
result, the crystal is subjected to elastic deformation. For small stresses, the dislocation can be immobile or make 
irregular motions in arbitrary directions on a glide plane. As the stress reaches a critical level, the displacements 
of the dislocation become ordered, and it moves at a constant velocity, depending on the applied shearing force 
and the temperature. Figure 2 shows the dependences of the dislocation velocity v on the shear stress σ measured 
at various temperatures up to the melting temperature. Two regimes can be distinguished (especially at low 
temperatures): a linear regime in the region of low stresses and the asymptotic approach of the dislocation velocity 
to the transverse sound velocity. In the entire range under consideration, an increase in the temperature results in 
decreasing dislocation velocity. Thus, the motion of dislocations requires no thermal activation; on the contrary, a 
dynamic regime with a phonon drag of dislocations takes place. The motion is controlled by the energy pumping 
from a dislocation to elementary excitations in the crystal. The linear portion of the dependence is conventionally 
characterized by the (drag) coefficient B of dislocations:

 (1)
where b (2.9 A) is the value of the Burgers vector of a dislocation.

Yanilkin, A. V. et al.

Figure 1. Schematic diagram of the model used for calculating 
the behavior of a dislocation in the fcc crystal under the action of 

shear: (M) mobile atoms, (F) fixed atoms, (R) the rigid block where 
individual atoms are displaced in the direction of axis X.



Materials Response to  DYnAMIc LOADInG I

V-17 Yanilkin, A. V. et al.

Figure 2. (a) Dependences of the dislocation velocity v on the applied shear stress σxy. (b) The temperature dependence of the phonon drag 
coefficient normalized to the temperature θ = 230 K and the value of B(θ): (1) MD; (2) approximation of MD data using Equation 1; (3), (4) 

experiments; (5) theoretical estimation.

On the basis of data obtained by MD method, we determined the temperature dependence of the dislocation 
drag coefficient B(T) [4]. The dependence B(T) is shown in Figure 2 in the dimensionless form, where θ = 230 K 
(it is close to Debye temperature). For comparison, we also present the experimental data taken from review [1]. 
The absolute value of the drag coefficient at 300 K found from the MD simulations amounted to approximately 
1.4*10–5 Pa*s, which is close to the experimental values. In the region of moderate temperatures, the dependence 
is virtually linear. Such a behavior of B(T) is described within the framework of the existing theories of the 
phonon drag. With increasing temperature, deviations from the linear law are observed, which are described well 
by a polynomial of the third or fourth order [4].

Dislocation Interaction with Obstacles

Dislocation interaction in Al with the nanosize obstacle (precipitate or void) is considered under the dynamic 
regime of dislocation motion. The MD scheme used is the same as in part of a single Al crystal. The difference is 
the loading conditions. In this scheme, the shear stress is increased linearly with time. It results in the bending of 
dislocation line, and then depinning from the obstacle [5]. Critical resolved shear stresses required for dislocation 
to penetrate through the obstacle are calculated as a maximum stress.

Figure 3. The dependence of the depinning stress on the radius of obstacle: (a) void and (b) copper cluster. The distance L between the obstacles 
is the following: 1,2 - 10 nm; 3,4 - 30 nm; 5,6 - 60 nm. Two temperatures are shown: the open symbols 1,3,5 - 300 K; the solid symbols 

2,4,6 - 800 K. The solids line are the approximations by dependence obtained from the continuum model of Orowan mechanism. 
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Dynamic Yield Strength

The yield stress value under high-rate loading conditions can be determined by assuming that the plastic 
deformation rate ε` is determined by the mobility of dislocations as ε` = ρmbv [6]. We also assume that the density 
of mobile dislocations ρm remains constant in various experiments and is independent of the temperature and the 
deformation conditions. Then, the value of the dynamic yield stress as a function of the temperature is determined 
by the temperature dependence of the phonon drag coefficient B(T) according to the following formula:

 (2)

The values thus obtained can be compared to the data on the dynamic yield stress of single crystalline 
aluminum obtained from the shock-wave experiment [1], where the deformation rates amounted to approximately 
ε` = 106 s-1 (Figure 4). Exact values of the dislocation density under the conditions of shock-wave compression 
are not known; however, it can be seen that the temperature dependence obtained in the experiment is described 
well by the temperature dependence of the phonon drag coefficient B(T) obtained by simulations assuming the 
dislocation density to be ρm = 7*108 cm-2. The difference of one or two orders of magnitude in comparison to the 
characteristic density of mobile dislocations in single-crystalline aluminum under normal conditions (106 - 107 
cm-2 according to the experimental data) can be explained by an increase in the dislocation density as a result of 
material compression in the shock wave. 

Based on MD results for critical resolved shear stress (Figure 3), one can estimate the yield strength of Al-Cu 
alloy. The temperature dependence of the yield strength of Al with Cu precipitates (4%) is in a good agreement 
with the experimental one for unannealed alloy of the similar composition D16T [7] (points 2 and 4 on Figure 
4). The diffusion increases with increasing temperature, and the precipitates grow. It results in the decrease of 
the yield strength with temperature. and the magnitude depends on the duration thermal treatment. Therefore, the 
yield strength of annealed D16T is lower than for unannealed alloy. The arrows on Figure 4 demonstrate three 
effects: (i) the increase of the dynamic yield stress of single crystal due to increasing of the phonon drag, (ii) the 
hardening by dislocation-cluster interaction, and (iii) the thermal activation of dislocation depinning.

Conclusions
Motion of the edge dissociated dislocation is considered under the shear stress at various temperatures. With 

increasing applied shear stress, the ultimate velocity of dislocations close to the rate of propagation of elastic 
shear perturbations is achieved. The obtained temperature dependence of the phonon drag coefficient agrees at 
low temperatures with the available experimental data and with the present theoretical notions. On approaching 
the melting temperature, the dependence of the drag coefficient of dislocations significantly deviates from linear. 

Figure 4. Temperature dependence of dynamic yield 
strength. (1) experimental data on the Al single crystal 
[1]; (2) experimental data on the Al alloy D16T [7]; (3) 
estimation from equation 2; (4) critical shear stress from 
MD for Al alloy with Cu (4%); the cluster size is 1.5 nm. 
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The influence of Cu precipitates and voids on dislocation motion is considered. The critical resolved shear 
stresses are obtained for different distances and sizes of obstacles. The MD results are in good agreement with the 
continuum model of the Orowan mechanism. The temperature influence is analyzed. 

Based on MD results, the dynamic yield strength is estimated for single Al and Al-Cu alloy. The temperature 
dependence of estimated yield strength agrees with the experimental one.
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By measuring sample thickness and pressure gradient using X-ray absorption and X-ray diffraction, 
respectively, the accurate static yield strengths of Ta and Fe were determined at high pressure. This 
improved method has several advantages over other similar methods to quantitatively determine static 
material strength.

Introduction
There have been continuous efforts to understand material strength at high pressure under static and dynamic 

conditions. Most static strength measurements are based on X-ray diffraction data, which easily connect to high-
pressure measurements using a diamond anvil cell (DAC). By simplifying the stress conditions of a sample 
compressed uniaxially in a DAC, the deviatoric stress, σ3-σ1, is approximated as yield strength of the sample [1]. 
Due to the symmetry along the axial compression of the diamond anvil cell (DAC) and the sample, the determined 
yield strength is represented at a pressure that equals the mean normal stress.

According to Singh and others [2,3,4], the lattice parameter, a(hkl), of the cubic system calculated from the 
measured d-spacings can be represented by the following relation:

a(hkl) = Mo + M1[3(1-3sin2θhkl)Γ(hkl)],             (1)
where, 

 Γ(hkl) = (h2k2 + k2l2 + l2h2)/(h2 + k2 + l2)2.            (2)

The intercept, Mo, and the slope, M1, of the equation (1) with knowledge of elastic compliances, Sij, of the 
sample, and the structure factor, Γ(hkl), in equation (3) are used to calculate the deviatoric stress represented by 
the following relation:

σ3-σ1 = -3M1/αMo(S11 – S12 – S44/2).                                              (3)

The term α is introduced to approximate the stress and strain conditions at the grain boundary. The Reuss 
approximation approximates iso-stress conditions across the grain boundary, α = 1. If the strain across the grain 
boundary is approximated the same under the Voigt condition, α approaches zero. 

Dewaele et al. [5] proposed a single crystal strain measurement using X-ray diffraction to estimate material 
strength with the knowledge of elastic constants of the sample. A laser interference pattern was used to estimate 
the plastic strain of the sample. 

Meade and Jeanloz [6] approximated the difference between the axial and the radial stress under uniaxial 
compression of a nonhydrostatically compressed sample inside a gasket. In the Tresca approximation, they 
evaluated the deviatoric stress through the following relation:

   σ3-σ1 = h(dP/dr)             (4)
where h represents the thickness of the sample and dP/dr is the pressure gradient of the sample. Meade and 
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Jeanloz [6] used the ruby fluorescence method to determine the pressure gradient, measured the thickness of the 
recovered gasket, and applied the equation of state to back-calculate the thickness during the compression.

We decided to compare these methods to outline their advantages and weaknesses and to propose an improved 
methodology to determine the static material strength at high pressure using a DAC.

Method
Polycrystalline Ta and Fe powders (99.99% purity with a nominal grain size of 1.5 µm) were commercially 

available from Alfa Aesar. The samples were packed in a hole (300 µm in diameter and 10 ~ 40 µm thick) 
prepared in a Be gasket without a pressure medium. The size of the anvil was 400 µm. Hardened Be gaskets (3 
mm in diameter and 1.5 mm thick) were pre-indented to 100 µm and provides the maximum X-ray transmission 
with a material strength sufficient for achieving high pressures [7]. The volume across the sample was determined 
via energy-dispersive X-ray diffraction and the pressure was calculated using the equation of state of the sample 
[8,9]. To measure thickness changes during compression, the x-ray transmission was recorded across the sample. 
The measured X-ray transmission through the diamond anvils and sample under compression was normalized 
against the transmission through the X-ray transparent Be gasket plus the anvils. The sample thickness, h, was 
calculated using the following relation:

  I = Io exp (-µIh),     (5)

where Io and I, respectively, represent the initial and attenuated X-ray beam intensities. µI denotes the linear X-ray 
absorption coefficient. The mass absorption coefficient, µm, is equal to µI/ρ. ρ is the density of the sample.

Results and Conclusion
The X-ray transmission of Ta at 52 GPa is shown in Figure 1. Using equation (5), the thickness of the Ta 

sample at 52 GPa was estimated (Figure 2).

Figure 1.  Transmission of Ta at 52 GPa across the 0.3 mm opening of the Be gasket. Io is the X-ray transmission intensity through the Be gasket and diamond anvils.

The sample thickness at the center is about 8.7 µm at 52 GPa with a measurable cupping by about 3 µm over 
150 µm to the diamond culet edge.

Figure 2.  The thickness of a Ta sample at 52 GPa as obtained by using (5) is plotted as a function of the distance from the center. The size of the open circle represents the 
uncertainty in thickness determination. 
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To obtain the pressure gradient of Ta, the lattice strain was measured at every 5 to 20 µm steps using X-ray 
diffraction along the compression direction. Figure 3 shows spatially resolved pressure distribution at three 
pressures whose maximum values at the centers are 52, 27, and 13 GPa.

Based on the above-mentioned methods to measure sample thickness and pressure gradient, the deviatoric 
stresses of uniaxially compressed Ta powder were determined. The resulting deviatoric stress of Ta is plotted as 
a function of pressure in Figure 4, superimposed with the stresses estimated by Weir et al. [10] and Dewaele and 
Loubeyre [5]. Linear relation is apparent in this study and in Dewaele and Loubeyre [5].

Deviatoric stress of Fe was also determined using the same methods as in Ta (Figure 4) and compared with the 
stress determined by Singh et al. [11]. Below 20 GPa, the deviatoric stress of Fe appears decreasing as pressure 
increases. The stress increases rapidly after 20 GPa up to 50 GPa.

High-pressure static deviatoric stresses of Ta and Fe were determined using pressure gradient and absorption 
measurement. The methods employed in the present study have been modified compared to previous methods 
[6,10]. The pressure was measured using the EOS of the sample itself unlike the ruby method used by Meade and 
Jeanloz [6]. One of the disadvantages of the ruby method is the peak broadening at high pressure, especially at 
nonhydrostatic conditions, which may lower the resolution of the peak position and accordingly result in a less 
accurate pressure determination. To measure sample thickness, this study used X-ray absorption, Weir et al. [10] 
measured the recovered gasket thickness and applied the equation of state of the gasket material to estimate the 
thickness during compression. This can be rather uncertain, since plastic deformation and rebound after the recovery 
are not known. The single crystal strain method by Dewaele and Loubeyre [5] yields the deviatoric stress of Ta in 
good agreement with the present study. A linear fit to the present data yields the following relation: σ3 - σ1 (GPa) = 
0.0564*P(GPa) + 0.2006 GPa. The uncertainty in the deviatoric stress increases with increasing pressure because of 
a less accurate estimation of the sample thickness at high pressure due to thinning of sample and cupping of anvils.

Figure 3.  Spatially resolved pressure distribution 
with the maximum pressure at the center of 
the sample. For visual aid solid lines are used to 
connect the data points.

Figure 4.  Deviatoric stress, σ3-σ1, of Ta as a function 
of pressure. Present results are shown as solid orange 
circles. Two sets of data by Weir et al. [10] are shown 
as red and pink diamonds. Another two sets of data 
by Dewaele and Loubeyre [5] are shown as open circle 
and square.

Cynn, H. et al.
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The present modified method seems to yield deviatoric stress results 
that agree very well with those determined using different methods. As 
shown in Figure 5, a comparison of deviatoric stress of Fe at high pressure 
suggests that the deviatoric stress determined by Singh et al. [11] agrees 
well with the values obtained by the present methods. Recent phonon 
measurements using near-edge resonant inelastic X-ray scattering of Fe 
show indeed average velocity decreases from ambient conditions to 6 GPa 
at 300 K [12], which suggest that the α-Fe instability may be related to the 
softening of the mechanical properties. 

The modified methods to measure sample thickness and pressure gradient 
are essentially in situ methods unlike others [6,10]. Moreover, this newly 
established method does not depend on knowledge of the elastic constants 
of the sample. Last but not least, this new and improved method is easy to 
adapt at high pressure using a DAC.
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The behavior of media possessing shear strength under dynamic loading is an actual problem. There 
are a lot of models describing the dependence of shear stresses on pressure, temperature, strain, and 
strain rate, etc. However, it is does not always work to describe both high-strain-rate and quasi-
static deformation processes. At this point, one perspective is to develop wide-range models allowing 
description of experimental regularities under wide intervals of changing the deformation characteristics 
in one manner. This work presents the relaxation model of shear strength of copper, which takes into 
account such phenomena as temperature effect and strain hardening depending on strain rate. The 
model of heterogeneous deformation of metals, which describes the phenomenon of temporal softening 
of a medium under high-intensity shock waves, has been developed along with a homogeneous model of 
strength. The results of numerical simulation are compared with experimental data.

Introduction
The material resistance to shear strain under high-strain-rate depends in a complicated manner on the stress-

strain state in a medium. It is a difficult task, at the present time, to describe ab initio the elementary event 
of plastic deformation. For this reason, the use of phenomenological models of various types—functional, 
relaxation, etc.—is preferable to describe the behavior of continuum under intense loading. The applicability 
range of such models is limited by the time and amplitude characteristics of stress-strain state implemented during 
numerical experiments. The larger the number of tests described using a phenomenological model (and tthe range 
of variations of the loading intensity values), the higher is the degree of belief in adequacy of computation results 
obtained using the given model. 

Relaxation Model
From recent times, the relaxation model of shear strength has been developed and successfully used at 

VNIIEF for a set of structural materials. The major component of this model is used in the Glushak-Steinberg 
representation. The model is based on the adequate description of various experiments conducted to investigate 
material shear strength.

Dynamic yield strength is determined from a differential equation [1]

 (1)

where G – is the shear modulus,  is the strain rate, YS - is the stationary yield strength under =0, τ - is the 
elastic stress relaxation time. The stationary part in the yield strength expression is presented as follows:

 (2)

Nadezhin, S. S. et al.



Materials Response to  DYnAMIc LOADInG I

V-25 Nadezhin, S. S. et al.

where G0 – is the shear modulus in initial state, Y0 – is the yield strength in the initial state, f(t) – is the function, 
which takes into account the deformation hardening:

 (3)

where  is the unit function.

where  are constants, determined from experiment, 

 are temperature and melting temperature, correspondingly. 

Figure 1 presents the dependence of conventional yield strength on strain under quasi-static deformation of 
annealed copper in the initial state and after preliminary shock wave loading of different amplitude. As one can 
see from the graph, the model presented describes the medium strength fall, when shock-wave intensity exceeds a 
specific (critical) value, correctly. Therefore, the acceleration of dislocation generation under strain rate increasing 
above the critical value  is taken into account, as well as temperature effect. 

Figure 1.  The conventional yield strength vs strain under quasi-static deformation for annealed copper in initial state (red curve) and after preliminary shock wave 
loading of different amplitude (blue curve).

Study of Dynamic Shear Strength of Copper by “Perturbations’ Growth” Method
The “perturbations’ growth” method is the most sensitive one to determine the value of shear strength of 

the material under high-strain-rate among others. It has recommended itself by both information retrieved and 
test simplicity in studying the shear strength of the whole series of metals. Central to the method is the X-ray 
recording of growth of the periodic perturbations, applied on the surface of a liner made of material under study 
and accelerated by HE explosion products. The perturbations grow in Raleigh-Taylor instability conditions, so 
this method possesses high sensitivity to the material shear strength, which realizes during the experiment, under 
specific initial parameters of perturbations.
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One of the problems, arising under numerical simulation of tests on the shear strength study, was the 
systematic nonsatisfactory description of shock-wave loading data while quasi-isentropic loading data (with the 
same loading intensity) are described adequately. Figure 2(a), (b) presents loading pressure pulses for shock-wave 
and quasi-isentropic regimes of loading the liners. Having similar amplitude of pressure, the strain rate differs 
more than by an order of two. Relative amplitude of the perturbations vs liner’s path, which corresponds to these 
two regimes of loading, are presented in Figure 3(a), (b). As one can see from the graphs, there is good agreement 
between numerical simulation made with phenomenological model of shear strength (1)-(3), and experimental 
data, obtained under quasi-isentropic loading. At that time, the results of shock-wave tests were not described by 
this model: the calculated strength is approximately three times higher than that observed in experiment.

(a) quasi-isentropic regime of 
loading 

(b) shock-wave regime of loading

Figure 2.  Loading pressure pulses for two regimes of loading.
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Figure 3.  Relative amplitude of perturbations vs liner’s path.
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Figure 4.  Metallographic section of copper, subjected to shock wave loading with

In addition to the numerical and experimental study of dynamic shear strength of copper, the results of 
metallographic analysis of the recovered liners, subjected to shock-wave loading, have been involved. Figure 4 
presents the typical view of such metallographic section—a pattern of localized strain bands, intercrossing at the 
angle of 45°, is observed.

Along with the homogeneous model of shear strength (1)-(3), which makes it possible to describe the 
experiments in pressure range of 10-40 GPa and strain rate  correctly. The strength model, which 
accounts for the heterogeneous deformation, is developed to describe the phenomenon of temporal softening of a 
medium in a shock wave. The basic assumptions on the forming the periodic structures in a medium under shock 
wave and their influence on shear strength were discussed earlier. Below, the basic equations of a heterogeneous 
model are presented [2]:

       is the equation for dynamic yield strength  (4)

             (5) 
is the stationary part of the yield strength, depending on strain, pressure, and temperature.

              (6)

is the time of elastic stresses’ relaxation, where l is the thickness of localized strain band, L is the period of 
localized strain bands;

              (7)

is the differential equation for additional thermal energy ∆E, emitted in a band with thickness l due to plastic 
deformation work Apl and taking into account the heat conductivity (χ), α is a constant.

              (8)

is the geometric ratio between the band thickness and its period.
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However, using this model revealed a high sensitivity of the numerical results to the strain rate, which depends, 
in its own turn, on the number of numerical cells. Due to this fact, a modification has been proposed supposing 
that if the whole work on plastic strains is transformed into heat, then one can write:

  
, where  is the density,  is the heat capacity,  is the yield strength,  is the plastic strain 

intensity,  is the work on plastic strains. 

Making such an assumption, one can obtain more stable solutions from the mathematical convergence 
viewpoint in view of the fact that thermodynamic values (such as temperature) do not practically depend on the 
computing grid changing. This improved model has been used for numerical analysis of “perturbation method” 
tests with shock-wave loading of copper liners. Results of numerical simulations using a homogeneous model 
(1)-(3) and heterogeneous model (4)-(8) are compared with experimental data in Figure 5. As one can see, the 
heterogeneous model allows describing of experimental points position determined by the effect of temporal 
softening of the material. At present, these two models are modified to be combined into one approach to simulate 
quasi-isentropic and shock-wave deformation of metals.

Conclusions
The homogeneous model of copper deformation is presented, which describes the copper behavior under static and 
dynamic (quasi-isentropic) loading in the range of strain rate  and pressure 10÷40 GPa correctly. 
Equations of heterogeneous model of shear strength are also presented. The last model allows simulating the effect 
of temporal softening in metals (under typical strain rates ), as opposed to the homogeneous model.
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(a) using homogeneous model (1)-(3) (b) using heterogeneous model (4)-(8)
Figure 5.  Relative amplitude of perturbations vs liner’s path under shock-wave loading.
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measuremenT oF sound velociTies in shock-comPressed Tin under 
Pressures uP To 150 gPa
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Sound velocity in shock-compressed tin was measured in a pressure range of 31÷138 GPa by the 
method of overtaking release with use of indicator liquids. Photodiode-based optical gauges were used 
to record luminescence of the liquid indicators. Under pressures of shock compression of 5÷18 GPa, 
sound velocity in tin was measured by the method of oncoming release employing manganin gauges. 
The experimental data were compared to calculation results and data of the other authors. According to 
data obtained in this work, the range of tin melting at shock adiabat is ~63÷90 GPa.

Introduction
It is now of significant interest to investigate tin by both the theoretical [1,2] and the experimental methods 

[3-7]. Tin has a complicated phase diagram [1,2], which can be explained by the presence of structural phase 
transitions.

Sound velocity is an important parameter, which has high sensitivity to change in substance compressibility. 
The kink in the “sound velocity – pressure” relation is caused by structural transitions in a shock-compressed 
substance. Therefore, by measurement of longitudinal elastic sound velocity CL and volume sound velocity CB, it 
is possible to reveal phase transitions of a substance along shock adiabat, including its melting. 

Results of various authors testify to very prominent differences in melting ranges for tin pressures in SW, and 
in total, the melting range covers approximately from 35 to 93 GPa. For this reason, it is necessary to measure 
sound velocities in tin and to revise the melting range of this metal in shock waves.

Optical Method 
Optical measurements of sound velocities were performed by the method of overtaking release with the use 

of indicator liquids that was described in detail in [8]. 
Tin samples of different thicknesses (1.5÷6 mm) were placed in the through hole (a “well” in a thick disk 

made of aluminum (AD 1) or steel (St.3) having a thickness of 10 mm, which was fastened to a baseplate made 
of aluminum or steel of the same types [8]).

The “well” was filled with indicator liquid. In testing, after the impact of a fast-flying thin plate against the 
baseplate, where the tin sample was placed, a rarefaction wave was formed at the back side of the impactor. The 
rarefaction wave passes sequentially through layers of the impactor, the baseplate, and investigated sample, and 
then it enters the indicator liquid. The objective is to determine the sample thickness XMAX, where the rarefaction 
wave overtakes the front of shock wave. To generate shock waves in tin samples, generators of shock waves based 
on acceleration of thin impactors by products of explosion of cylindrical HE charges of different powers were 
used.

Preliminary evaluations were made for shock-compressed states of samples caused by these devices. Basing 
on these evaluations, particular geometry was selected for an experimental cell to measure sound velocity by the 
method of indicator liquid. 
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Carbogal (perfluorine-1.3-dimethyl cyclohexane, ρ0=1.856 g/cm3), tetrachlormethane (ρ0=1.585 g/cm3), and 
tribromomethane (bromoform, ρ0=2.886 g/cm3) were used as the indicator liquids.

Sound velocity in tin was calculated by the formula:

          (1)

where σ is the compression; tSW is the time of shock wave entering the sample; tRW is the time of rarefaction wave 
entering the sample (times are determined from the Xt-diagrams); D is the velocity of shock wave in tin; XMAX  is 
the step thickness, when overtaking occurs at the “tin – indicator” interface.

Typical oscillograms of the test with measurement of sound velocity in a four-step sample of tin are presented in 
Figure 1. The arrows point to the time of shock wave arrival to the indicator liquid (carbogal) (t1) and “overtaking” 
(t2) of the shock wave front by the rarefaction wave.

At pressures less 30 GPa in the studied samples, the illumination temperature of a shock-compressed liquid 
indicator is close to the sensitivity limit of the recording photodiodes FD 256 (about 1500 K).

For this reason, tests using a manganin gauge were performed for determination of sound velocities in tin in 
the low pressure area (up to 30 GPa).

Manganin Pressure Gauge Method
The detail structure of shock front of loading and rarefaction wave in tin samples was revealed by the method 

of manganin gauge of pressure [5,9]. 
Gauges having shapes of bifilar spirals with thickness of 0.03 and diameter of ~4.5 mm were glued by epoxy 

resin between two tin samples, and they were isolated by mica having a thickness from 0.05 to 0.15 mm (depending 
on value of loading pressure) against the studied material. 

Joint processing of oscillograms recorded by pressure gauges and electrocontact gauge determined the elastic 
and volume sound velocities. During the calculations, small corrections were made to account for thickness of the 
pressure gauge and its insulation. Precision of the pressure measurements is ~5%. 

Figure 1.  Radiation of shock-wave front in CHBr3 at РSn = 72 GPa 
behind tin steps: (a) 2.95 mm.
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Experimental Results
Parameters of the tin states and the experimental values of sound velocities in shock-compressed tin, which 

were obtained by the optical method and by the method of manganin gauge, are presented in Tables 1 and 2. 

Table 1.  Parameters of states in tin (optical method)

Table 2. Parameters of states in tin (method of manganin gauge)

Figure 2 presents data from the tables concerning dependence of sound velocity on pressure, together with 
data of the other authors. Under atmospheric pressure, the value of longitudinal sound velocity CL = 3.49 km/s 
was measured in VNIIEF by the ultrasonic method, and the value of the isentropic sound velocity CB = 2.71 km/s 
at the same pressure was taken from the reference book [10]. Figure 2 presents results of the experiments with 
measurement of sound velocity in tin in the pressure range from 2.4 to 33 GPa with use of a Doppler laser 
interferometer from work [6] and date [7] for longitudinal and bulk sound velocities in pressure range from ~25 
to ~80 GPa, which were measured using a direct reverse-impact method and VISAR technique.

n
Parameters of states in tin

D, km/s u, km/s P, GPa Csound, km/s

1 4,05 0,98 29±3 4,49±0,17

2 4,38 1,19 38±1 4,59±0,18
3 4,43 1,22 39±2 4,82±0,34

4 4,71 1,40 48±5 5,05±0,23

5 5,05 1,62 60±4 5,26±0,18

6 5,13 1,67 63±3 5,39±0,29

7 5,38 1,84 72±6 5,27±0,20

8 5,44 1,87 74±5 5,24±0,20
9 5,48 1,90 76±1 5,46±0,20

10 5,50 1,92 77±5 5,51±0,29
11 5,52 1,93 77±2 5,45±0,34
12 5,54 1,94 78±4 5,40±0,27
13 5,59 1,95 79±1 5,39±0,13
14 5,75 2,08 87±2 5,38±0,35

15 5,79 2,11 89±2 5,31±0,22

16 6,02 2,26 99±1 5,52±0,14

17 6,78 2,79 138±1 6,04±0,18

n D, km/s u, km/s P, GPa C
L
, km/s C

B
, km/s

1 2,85 0,25 5,09±0,15 3,82±0,19 3,30±0,17
2 2,94 0,30 6,480,19 3,79±0,19 3,47±0,17
3 3,18 0,45 10,4±0,31 3,65±0,18 -
4 3,58 0,69 18,0±0,54 4,00±0,20 3,68±0,18
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Multiphase equations of state of tin were considered in [1,2]. The dependences of sound velocity on pressure, 
which were calculated by these equations of state, are also presented in Figure 2.

 - calculation by EOS [1];  –––– - calculation by EOS [2];  - sound velocity from [6]; 8, 7- sound 
velocity from [7]; ▼ - plastic (volume) sound velocity from [10]; X - elastic (longitudinal) sound 
velocity (ultrasonic method); Λ - present work (optical method); -, - present work (manganin)

Figure 2. Experimental dependence of sound velocities in tin on pressure of shock compression.

As shown in Figure 2, data obtained with use of the manganin gauge within the measurement error are in 
good agreement with the results of work [6] and the calculations from [1,2]. The experimental data, which were 
obtained by the optical method under the pressures from 40 to 80 GPa, are located slightly higher than the both 
calculated dependences. Under pressures higher 63 GPa, sound velocity values stop actually growing in tin up to 
the pressure of ~90 GPa. Based on that, the conclusion can be made that tin undergoes a phase transition, which 
is probably associated with melting in the pressure range of ~63 ÷ 90 GPa.

Conclusions
We have performed experiments on tin to measure sound velocities using optical techniques and the manganin 

gauge method. The accuracy of the sound velocity measurements is approximately 5%. We observed a break in 
the sound velocity versus pressure in the (60–90) GPa, which is, in our opinion, caused by melting.

To determine the upper boundary of the melting range, it is required to perform additional tests under pressures 
higher 90 GPa.
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The authors determined longitudinal and bulk sound velocities, values of Poisson’s ratio and shear 
strength of natural uranium under shock-wave loading.

Introduction
When formulating equations of state, investigating dynamic strength, elastic-plastic properties and the 

processes of destruction and deformation of structural materials, it is necessary to take account for influence 
of resistance of plastic deformation (influence of shear strength). For this purpose, it is necessary to know the 
values of longitudinal and bulk sound velocities, amplitude of elastic release wave [1-4]. There are various 
experimental methods for determining these values. Continuous recording of the velocity of the free surface 
by laser interferometer [5-7] is one of the most informative methods for recording the parameters of an elastic-
plastic wave. The laser interferometric Fabry-Perot method was chosen for the investigation. This method has 
high resolution for measuring the velocity (10–20 m/s), and it allows the recording of the velocity of the free 
surface and contact surface (with transparent material) of a test specimen.

It is possible to determine longitudinal and volume sound velocities, compression modulus, Poisson’s 
ratio, modulus of elasticity, and shear strength byknowing thicknesses of a test specimen and an impactor and 
after having measured parameters of elastic and plastic unloading waves as well as their times of arrival on the 
interface under study.

Experimental Results
Coarse-grained (100-200 µm) natural uranium (ρ=18.91 g/cm3) was studied in the paper. A set of 12 

experiments was performed, in which a uranium impactor was accelerated through a vacuum gap by the help of 
an HE charge, and it loaded the sample made of the same material. Loading amplitude of uranium samples in 
experiments amounted to 40…72 GPa.

The velocity of the U–LiF interface was recorded in experiments. Mirror coating made of aluminum 1 µm 
thick was applied to LiF.
There were two or three  channels for velocity measurement in each experiment. The authors used Fabry-
Perot interferometers having baseline distances (a distance between mirrors) from 50 to 150 mm with errors in 
measurement from ± 35 m/s to ± 12 m/s.

The values of mass velocity and arrival times at the U–LiF interface of elastic and plastic release waves 
were recorded on profiles. The values recorded in LiF on the known shock adiabats were converted to states in 
uranium.
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Figure 1 presents interferograms and a velocity curve showing the determination of elastic Cl and bulk Cb 
velocities of sound.

Figure 1. Interferogram and velocity curve illustrating determination of longitudinal 
and volume velocities of sound.

The values of uranium longitudinal and bulk velocities of sound beyond shock-wave front were calculated 
from the following formulas:

 (1)

 (2)

where ULiF is particle velocity at exit to the U-LiF interface of elastic release wave; U is uranium particle velocity; 
W is impactor velocity; D is shock wave velocity; L is target thickness, l is impactor thickness. t1, t2 are time from 
the instant of exit of a shock wave at the interface up to the instant of arrival of elastic (t1) and plastic (t2) release 
waves.

The present formulas define the values of velocities of sound without regard for a change of uranium state in 
a counter-propagating release wave (propagating from the U-LiF interface). Below are presented the results of 
accounting of the influence of the counter-propagating release wave on the recording of a sound speed.

Table 1 shows the results of the experiments, where D, P1, U1 are shock wave velocity, pressure, and particle 
velocity in uranium at the instant of arrival of an elastic release wave; P2 is pressure of a plastic release wave; 
∆σelastic is amplitude of an elastic release wave; Yg is value of shear strength, and µ is Poisson’s ratio. Other 
designations are analogous to formulas (1), (2).

Fedorov, A. V. et al.
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Table 1.  Results of experiments.

Figure 2 presents a curve of longitudinal (cl) and volume (cb) velocities of sound versus pressure.

Figure 2. Measurement data of dependence of longitudinal (cl) 
and volume (cb) velocities of sound upon pressure.

Good reproducibility of results was noted. A spread of the measured values of the longitudinal velocity of 
sound did not exceed 3% (4,96 ± 0,15 km/s) in five tests at a pressure of 71±1 GPa. Figure 2 also presents the data 
on sound speed in uranium obtained in static tests at zero pressure [8]. All the recorded values of the velocity lay 
on two dependencies for longitudinal and bulk velocities of sound.

It is necessary to take into account the influence of a counter-propagating release wave for the exact 
determination of a velocity of sound. Figure 2 shows the results of gas dynamic calculations for real studies, 
where the effect of the counter-propagating release wave was considered (curve cl

+).

№ Liner 
l, mm

Sample 
L, mm

U1,
km/s

P1,
GPa

P2,
GPa

D,
km/s

СL,
km/s

Сb,
km/s

µ Δσ,
GPa

Yg,
GPa

1903 2 3.97 0.963 71.88 - 3.96 5.03 - - - -

1904 2 3.92 0.964 72.05 - 3.96 4.88 - - - -

1905 1.99 3.9 0.956 71.2 - 3.95 4.81 - - - -

1911 1.98 3.85 0.963 71.85 - 3.96 5.01 - - - -

1913 1.98 3.96 0.943 70 - 3.93 5.11 - - - -

1954 4 4 0.850 61 54.53 3.79 4.76 4.04 0.37 6.47 1.36

1962 3.95 3.95 0.874 63.27 - 3.83 4.79 - - - -

1965 3.96 3.98 0.890 64.89 58.09 3.85 4.46 3.92 0.40 6.8 1.15

1987 2 3.95 0.647 42.59 37.27 3.49 4.44 3.86 0.39 5.32 0.97

1997 4 6 0.656 43.46 - 3.50 4.48 - - - -

1998 2 6 0.622 40.62 - 3.45 4.53 - - - -

2200 2 3.9 0.650 43 37.75 3.49 4.66 3.84 0.34 5.25 1.26

Fedorov, A. V. et al.
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It is evident from the figure that a real value of a sound speed (curve c l
+) was on the average higher by 380–

520 m/s than without regard for an unloading wave (curve cl) in a pressure range at hand (40–72 GPa) and the real 
value accounted for 4.9–5.5 km/s.

Discussion of Results
In contrast to a model of an elasto-plastic body in the majority of presented tests, there is no clearly marked 

boundary between elastic and plastic waves (breakpoints) in a rarefaction wave. If the break (kink) connected 
with the arrival of an elastic wave at the U–LiF interface is clearly marked on interferograms (it was recorded 
in all 12 tests), the break connected with the onset of a plastic release wave is expressed slightly and is not 
recorded on many interferograms. Such a break was recorded only in three tests on a resolution limit of a 
method (only in the most sensitive first or second interference rings). The breaks tied to the arrival of elastic 
and plastic release waves were clearly recorded on the profile in test 2200 (see Figure 1). Ultra-fine-grained 
(UFG) uranium, with a grain size of 100–200 nm [3,4], was selected as a material to study in the test. When 
studying elasto-plastic properties of various materials, we noted that parameters of a break (kink) due to an 
arrival of a plastic release wave are recorded rather clearly if an elastic precursor has a near-rectangular shape 
(steel, aluminum, UFG uranium, UFG copper) on a shock wave front. Reliable recording of a break depends on 
mechanical properties and a structure of a material in the initial state. In the first place, it depends on grain sizes 
of a basic material. For example, the tests with ultra-fine-grained materials (grain size 0.1–1 µm) enable one to 
reveal a clear elasto-plastic behavior both in a loading wave and in a release wave.

The values of Poisson’s ratio and dynamic yield strength were determined by means of the formulas:

 (3)

     (4)

For the whole region of the pressures under study, the amplitude of an elastic wave amounted to
∆σelast = 5.2-6.8 GPa, the value of Poisson’s ratio amounted to µ = 0.37…0.40 for coarse-grained uranium and 
µ = 0.34 for UFG uranium; the value of shear strength amounted to 1.16 ± 0.2 GPa for coarse-grained uranium and 
for UFG uranium – 1.26 GPa.

A previously complicated elasto-plastic behavior was recorded in an elastic loading wave for coarse-grained 
uranium [5]. The authors recorded a smooth growth of strains and sound velocity dispersion on an elastic precursor 
in an elastic region instead of a sharply expressed initial front.

Unfortunately, a volume velocity of sound was determined only in four of twelve experiments in the present 
paper. The data on a volume velocity of sound, Poisson’s ratio, and shear strength are preliminary in this account 
and call for additional investigations, including investigations in a wider region of pressures.

It should be noted that the value of a longitudinal sound velocity measured in the present paper is higher by 
≈700-800 m/s than the values obtained in paper [2]. This difference, to our mind, is because a manganin-based 
gauge records the time of exit of an elastic wave with low accuracy in paper [2].

Fedorov, A. V. et al.
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Conclusions
The authors obtained experimental dependencies of longitudinal (cl) and bulk (cb) sound velocities of natural 

uranium upon pressure using a method of recording of mass velocity profile by the help of a Fabry-Perot laser 
interferometer in the region of pressures 40 ÷ 72 GPa. The value of a longitudinal sound velocity was 4.9…5.5 
km/s, amplitude of elastic unloading wave was 5.2…6.8 GPa. Poisson’s ratio was defined for coarse-grained 
uranium (µ = 0.37...0.40) and for UFG uranium (µ = 0.34). Dynamic yield stress was determined for coarse-
grained uranium Yg = 1.16 ± 0.2 GPa and for UFG uranium Yg= 1.26 GPa.
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The section consists of nine papers and is concerned with the various aspect of dynamic behavior of structural 
materials.

The contribution by A. Kuksin et al. (JIHT RAS) is devoted to the study of fracture kinetics in ductile solids and liquids 
by applying the molecular dynamics approach. The result obtained is compared with the shock-wave experimental 
data on the spall. A. Freidin (IPME RAS) reports on problems of modeling the coupled interaction between different 
processes accompanying crack growth: inelastic deformations, phase transformations, and chemical reactions. To 
this end, the Eshelby stress concept and thermodynamic considerations are utilized to study how a crack growth 
interconnects with an advancing transformation front. This subject continues in the next paper (I. Korolev) of IPME 
RAS, which addresses the problem of FEM simulation of fatigue damage, crack nucleation, and growth in predamaged 
materials. The report by B. Remington et al. (LLNL) on the solid-state Rayleigh-Taylor experiments in vanadium at Mbar 
pressures at the Omega laser presents the results of tests on the Rayleigh-Taylor instability in the plastic flow regime 
of the solid-state vanadium. The presentation by V. Igonin et al. (RFNC-VNIIEF) reports the results of experimental 
and numerical-theoretical study of peculiarities of plastic deformation of tantalum, the study being carried out by 
Russian (VNIIEF) and American (LANL) teams. The calculation of sound speed behind the shock-wave front for various 
materials and comparison with the experimental data are the subject of the report by B. Nadykto (RFNC-VNIIEF). The 
equation-of-state parameters for a number of materials are obtained on the basis of experimental data on the shock- 
wave and static compression, and the results are compared with published experimental data. Another result of the 
cooperation of VNIIEF and LANL teams on the deviatoric constitutive model is reported by M. Zocher. The objective 
of the presentation is an enhanced methodology in determining the parameters of the deviatoric constitutive model. 
The paper by D. Indeitsev et al. (IPME RAS) is concerned with modeling and simulation of the thermo-acousto-elastic 
waves in solids of complex rheology. The approach suggested is applied to the problem of change of mechanical 
properties of metals as a result of inflow of hydrogen. The report by Kamm et al. (LANL) suggests an accurate, direct 
Eulerian simulation of the dynamic elastoplastic flow. The authors develop a new scheme for solving the equations of 
the elastoplasticity in the framework of the Eulerian description. 

 

Alexander K. Belyaev, Institute of Problems in Mechanical Engineering, St. Petersburg, Russia 

Void growth in Al single crystal via emission of 
dislocation loops and amorphization. T = 300 K, 
60x60x60 unit cells, R0 = 1.0 nm.
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Models of fracture froM atoMistic siMulations

A. Yu. Kuksin, G. E. Norman, V. V. Pisarev, V. V. Stegailov, A. V. Yanilkin
Joint Institute for High Temperatures (JIHT), Russian Academy of Sciences, Moscow, 125412, Russia

Author Contact: alexey.kuksin@gmail.com

The work is devoted to the study of fracture kinetics in ductile solids and liquids. An attempt is made 
to present the results of molecular dynamics (MD) calculations as kinetic constitutive relations for 
description of the elementary processes of fracture: nucleation and growth of voids. The results are used 
for description of spall under high strain-rate (> 106 s-1) tension. The comparison with the shock wave 
experimental data on the spall strength [1,2] is discussed.

Introduction
Kinetic models for the nucleation and growth theory of material damage are widely used in hydrocodes 

for description of fracture under extremely high strain rates (~108 – 1010 s-1) whereas they were established and 
experimentally verified for the moderate range of strain rates up to 105 – 107 s-1. Owing to the typical timescale of 
the classical MD and system sizes available on current computational facilities, MD simulations may be used for 
modification of the kinetic models of fracture at such high strain rates. Examples of fracture models for ductile 
metal and simple liquid are presented in this paper. Rates of nucleation and growth of voids are evaluated for a 
range of pressures and temperatures and compared with the predictions of theoretical models. Some properties 
used in the models (such as surface tension, viscosity) are calculated from independent MD simulations, which 
makes it possible to compare theoretical predictions with the simulations of nucleation and growth kinetics within 
the scope of one model system. 

The modeling was done using the LAMMPS [3] package. The embedded atom method is used to describe 
interatomic interactions in ductile metal (aluminum), namely, interatomic potential from [4]. It reproduces the 
elastic constants, the stacking fault energies, and the surface energies. The fracture in simple liquid (hexan) is 
studied within the model with paired Lennard Jones (LJ) potential with the cutoff radius rc = 4.0 σ. In the latter 
case, it is convenient to use universal LJ units, which are for a hexane: σ = 0.59 nm, ε = 413 K, τ ≈ 2.96 ps,               
ε/σ3 ≈ 28 MPa.

Void Nucleation Rate
The rate of the spontaneous phase transition can be characterized by a number of critical nuclei of a new 

phase formed in a unit volume of a metastable phase in a unit time. The latter value is called nucleation rate J. 
It is calculated by means of the statistical averaging technique applied to the lifetimes of a metastable phase [5]. 
The lifetime of a metastable macrostate before the decay (first appearance of the void or the supercritical nucleus 
of a liquid phase) is averaged over the ensemble of the initial microstates corresponding to a homogeneous phase 
at the same fixed strain and temperature. Nucleation is manifested by the instantaneous drop of temperature or 
pressure. Thus, the lifetime at a single MD run is defined by the duration of the trajectory stationary part. The 
nucleation rate is obtained as J = 1/(Nτ), where N is the number of particles in the simulation box (or a volume of 
the box) and τ is the average lifetime.

Single Crystal Aluminum

Various mechanisms of void nucleation are observed, depending on temperature. At low temperatures, 
the liquid phase is less stable than the crystalline one. Hence local disordering of crystal lattice results in void 
nucleation in the crystal. Typical size of the initial void observed is just a few lattice constants. A certain tensile 
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stress is needed for further void growth. The threshold value increases with the decrease of void size; hence, 
nucleation of the critical voids is observed at relatively high negative pressure. But the melting line can be 
achieved at negative pressures, so the other scenario for crystal decay under tension is melting. When approaching 
the melting point, a small pressure may initiate amorphization. Tensile strength of the liquid is comparable to that 
of the crystal at elevated temperatures, and local crystal melting is possible. Then the void formation takes place 
in the melt formed.

The procedure for evaluation of nucleation rate described above results in the nucleation rate in homogeneous 
crystal with the fixed temperature T and strain (tension) characterized by a density ρ, or a lattice constant a, or a 
pressure P. Figure 1a shows the nucleation rate J(a,T) in logarithmic scale as a function of the lattice constant a 
for several temperatures considered T = 935, 800, 700, and 300 K. Typical magnitude of a lifetime until melting 
ranges from 100 to 103 ps. The step of the numerical integration used was 10-3 ps. The number of particles in a 
simulation box N varies from 500 (for large J, corresponding to the upper part of the plot) to 32,000 (lower J). 
The region considered is quit close to the kinetic stability limit of the crystalline aluminum. It reveals the linear 
dependence of log J on the lattice constant along isotherm. The resulting fitting formula used in the kinetic model 
[6] is follows:

                      (1)

One can see that both the slope of the isotherms A(T) and a shift of the kinetic stability limit alim(T) depend 
on temperature.

Simple Liquid

Pressure dependence of nucleation rate for three isotherms of LJ liquid are presented in Figure 1(b). The 
number of particles in the simulations N was varied from 8,000 at high nucleation rates to 216,000 in the region 
with small J. The change of nucleation rate J along an isotherm T can be approximated in the form of the classical 
nucleation theory:

                  (2)

where γ is surface tension and P is pressure in liquid phase. It is assumed to be equal to a mean pressure along the 
stationary part of the MD trajectory, while pressure of vapor in the cavity is negligible compared to the pressure 
in liquid phase. The values of the surface tension evaluated from fitting of the curves are close to one calculated 
from the size of void in equilibrium. Theoretical predictions of the pre-exponent J0 are not satisfactory, so the 
values evaluated from MD simulations are used in the kinetic model.

Kuksin, A. Yu. et al.

Figure 1. Isotherms of void nucleation rate: a) in single crystal 
aluminum (1 – 935 K; 2 – 800 K; 3 – 700 K; 4 – 300 K); b) in 
simple liquid (1 – 0.50 ε; 2 – 0.71 ε; 3 – 0.75 ε).
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Kinetics of Void Growth
The void growth rate is evaluated from the nonequilibrium MD simulations. The system without cavities is 

equilibrated to a given pressure and temperature at the preparatory stage. Then a spherical void is cut off and the 
evolution of the system is observed. While the void volume increases the pressure and temperature relaxation 
occur, which affect the growth rate noticeably. It constrains the time where void grows into unbounded media. 
The system volume under consideration should be large enough. 

Single Crystal Aluminum

Two competitive mechanisms of the void growth in crystal under tensile load are observed: lattice amorphization 
around the growing pore and local shear via formation of dislocation loops. Anisotropic distribution of stresses 
is observed around the void, and regions with large shear stresses are formed near the void surface even in case 
of the hydrostatic loading. Thus, the spontaneous growth starts with the emission of shear dislocation loops. The 
pure dislocation mechanism is observed at small growth rates and small temperatures. Amorphization starts at the 
junctions of dislocation loops in the case of strong metastability (one can see the process in Figure 2), when void 
growth rate is high. The critical stress for a void growth is determined for several temperatures, it decreases with 
the increase of the void size and temperature. While pores are not spherical, an effective radius can be introduced. 
The void growth rate is evaluated as a function of pressure and temperature and used in the kinetic model for 
crystalline Al.

Figure 2. Void growth in Al single crystal via emission of dislocation loops and amorphization. T = 300 K, 60x60x60 unit cells, R0 = 1.0 nm.

Simple Liquid

Contrary to the crystalline case the shape of the void in liquid is spherical at all the stages of the void growth. 
The evolution of the void radius in time for LJ liquid is presented in Figure 3 for various pressures and temperature 
T=0.75 ε. The dependence of void radius is not linear, and growth rate changes. The results of MD simulations are 
shown by solid lines, while dashed lines correspond to the solution of the Rayleigh-Plesset equation:

                 (3)

It describes the evolution of the void radius R in an incompressible liquid with density ρ, surface tension γ 
and viscosity η under the action of the external pressure P(t). The surface tension and the viscosity are not free 
parameters for a fitting and are calculated independently for the LJ liquid in the given state (Figure 3). One can 
see that the kinetics of void growth in liquid is described well by the hydrodynamic Rayleigh-Plesset equation.
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Results and Discussion

The data obtained from a set of MD simulations are incorporated as  constitutive relations within the kinetic 
model of fracture based on the nucleation and growth (NAG) approach [7]. It allows us to proceed from MD to 
kinetics of fracture at mesoscale and to estimate the spall strength σsp. The dynamic deformation of a sample at the 
constant stretching rate is considered in mesoscale modeling. The net volume of voids Vv in an arbitrary volume 
V0 at the time moment t could be find from the nucleation rate dn/dτ = J [a(τ)] V0 and evolution of volume of a 
single void described by (1, 2, 3):

                  (4)

We assume the moment of spallation tsp as the moment when the net volume of voids Vv becomes equal to the 
initial volume V0 or when the void growth rate is equal to the strain rate . Given the time dependence a(t) or ρ(t) 
for the regime concerned and equation of state P(ρ,T), one obtains the pressure value at the moment of spallation 
(i.e., the spall strength σsp = - Psp). Figure 4 presents the estimated values of spall strength for deformation in a 
dynamic regime in dependence on the strain rate . The results are in good agreement with experimental ones at 
low strain rates and direct MD simulation at high strain rates. Direct MD simulations are represented by uniform 
stretching of single crystal Al or LJ liquid at the constant temperature.

The comparison with the results from shock-wave tests [1] on Al at elevated temperature (T ~ 900 K) and 
[2] on hexane (the initial temperature T0 ~290 K corresponds to T0 ~0.71ε in LJ units for hexane) is also shown 
in Figure 4. With the decrease of temperature, the agreement becomes worse for Al. The reason is connected 

Figure 3. Evolution of void radius in LJ liquid at T = 0.75 ε and pressure (R0 = 4.9 σ): 1 – P = - 0.56 ε/σ3; 2 – P = - 0.535 ε/σ3; 3 – P = - 0.41 ε/σ3; 4 – P = - 0.33 ε/σ3.

Figure 4.  Dependence of the spall 
strength on the strain rate. Comparison 

of the NAG kinetic model with the 
results of direct MD simulations and 

shock-wave experiments.
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with the increasing role of defects in the fracture process at the strain rates considered. At lower temperature, 
the significant rate of homogeneous nucleation is achieved at very high stresses. Hence, lattice defects act as 
nucleation sites, and fracture starts at lower stress.

Conclusions
MD data obtained are incorporated within a “nucleation and growth” model. The dependence of the dynamic 

spall strength on the strain rate is estimated with the help of the kinetic model developed. The results are in a good 
agreement with the experiments at low strain rates and direct MD simulation at high strain rates.
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Modeling the interconnections Between a structural

transforMation front and a growing crack

A. B. Freidin
Institute of Problems in Mechanical Engineering, St. Petersburg, 199178 Russia

We discuss problems of modeling the coupled interaction between different processes accompanying 
and preceding a crack growth: inelastic deformations, phase transformations, and chemical reactions. 
Based on the Eshelby stress concept and thermodynamic considerations, we focus on how a crack 
growth interconnects with an advancing transformation front. 

Energy Release Due to Simultaneous Propagation of a Crack and a Phase Boundary
We consider a quasi-static crack growth in a case of small strains. We suppose that a material in front of the 

crack undergoes phase transformations. Two-dimension model is shown in Figure 1. A crack is a traction free 
surface Σ in a body υ bounded by the surface Ω = Ωσ     Ωu. The traction t0 and u displacement  are given at Ωσ and 
Ωu, respectively.

Figure 1.  Crack in a two-phase body.

The unit vector e at the crack tip is tangent to the crack trajectory and gives the direction of crack growth. The 
crack tip velocity  where l is a crack length, a dot denotes a time derivative.

A small neighborhood  of a crack tip is bounded by a circle  of the radius  It is included into the 
consideration to isolate the singularity (we follow [4] here). Volume integrals are calculated as a limit of integrals 
taken over the volume  . Additional conditions [4] provide the convergence. The disk  moves 
with a crack tip. 

The moving interface  divides a body without the disk  into two domains , , 
superscripts or subscripts “–” and “+” will identify the values being taken for a material in the “–” and “+” 
domains, respectively. The displacement is continuous across the interface, but some components of the strain 
tensor may have a jump.

l

,
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Assume that the strain tensor  can be decomposed as  where    are elastic and inelastic 
strains, respectively. Assume that free energy density

         

where T is the temperature, α represents a set of state variables responsible for inelastic strains. The simplest 
constitutive relationship between α and     [8].

From the dissipation inequality known as the Clausius-Duhem inequality it follows that

            (1)

where σ is Cauchy stress, s is the entropy density. Further we assume that the thermodynamic force

  (2)

is a known function of the thermodynamic flux:  [8]. 

Using above relationships, finally, we obtain the following expression of the entropy production in a case of 
a straight line crack 

   (3)

where  is the surface free energy density,

                                        (4)

is the Eshelby stress tensor (see, e.g., [1] and reference therein), E is the unit tensor,  u is a displacement, n is a 
normal, square brackets denote a jump across the interface, J is the Rice integral,

                                        

J - integral can be calculated along an arbitrary path taken inside the domain occupied by the phase “+”, and a 
material must be uniform inside the path. Note the necessity to take into account the fact that the evolution of the 
parameters α may produce material heterogeneousness.

From (3) one can see that a moving interface as well as dissipation due to inelastic deformations can provide 
an opportunity of subcritical crack growth, when J(l)<2γΣ. Even if a crack does not grow, it affects the value [µn]
at the moving interface through a stress concentration. 

Two Linear Elastic Phases
Now we specify the free energy dependence as

            (5)
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Upper and lower scripts “+” and “–” in relationships correspond to each other. The parameters  
are the elasticity tensors, free energy densities and strain tensors in unstressed phases  respectively,

 is the transformation strain.

The constitutive relations take the form:

             (6)

The jumps in strain or in stress across the interface can be express through the strain or stress on one side of the 
interface (“+” or “–”) [6,5]. It can be shown that

             (7)

where G (n)  is the Fourier transform of Green's tensor, the inverse of the acoustic tensor, s means the symmetrization:
. If the phase “-” is isotropic, then

             

where,  is the symmetric fourth rank unit (isotropic) tensor,  

,  is Kronecker's delta, λ and μ are Lame constants, and ν is Poisson's ratio. The tensors q and m unify two 
formulations of the Eshelby problem (see, e.g., [7]), which are the inclusion problem   and the inhomogeneity 
problem . 

Substituting (8)-(10) into (4) we express  through stress on one side of the interface and the normal to 
the interface:

             (8)

                                  (9)

where  (see [5] or the recent papers [2,3] and reference therein).
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Thus, the problem of finding the driving force  acting on the interface is reduced to strain or stress 
calculations on one side of the interface. It seems to be reasonable to take the “+”-side. Then, if the interface is 
not far from the crack tip, the driving force acting on the interface is determined by the stress intensity factors as 
well as the Rice integral.

Let  . Then, by (9), on the interface

             (10)

To illustrate a restrictive role of the dissipation inequality (3), let us assume that the loading is symmetric with 
respect to the crack line, transformations are localized  at the transformation front  placed in front of crack tip, 
d* is a characteristic size of the transformation front, x* is a position of the front on the crack line and υ* is the front 
velocity.  Let  is a length of the segment occupied by the new phase,  . Then the expression 
of dissipation takes the form

             (11)

For brevity, we do not show here the dependencies           . Furthermore, we assume that 
. Then

              (12)

If the crack grows (i.e. ,) and

       ,        (13)

then , the zone “+” grows, and the transformation front moves away from the crack tip.

If    then

                (14)
If during subcritical crack growth  then 

From the condition , it follows that

                                                                      (15)

Thus, the Griffits crack length is reached for the material of the phase “+” if . The relationships (12)-(15) 
demonstrate interconnections between the subcritical crack growth and the transformation front development.

Freidin, A. B.
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The entropy inequality gives restrictions but does not determine the kinetics of the crack growth. Additional 
hypotheses are needed. Two ways have been discussed. One way is to formulate kinetic constitutive equations for 
a growing crack and advancing transformation front that do not contradict to the entropy inequality. Another way 
is to formulate a local fracture criterion and then derive the kinetic relation.

Chemical Reactions Front Propagation
We also consider an elastic solid in which chemical reactions of oxidizing type take place [9]. We suppose that 

the chemical reaction is localized at the chemical reaction front, and the reaction is sustained by the diffusion of 
an oxidizing gas constituent through the solid oxide. Based on introducing an intermediate configuration reflected 
chemical transformations of solid constituents we derive an expression of the potential energy release due to the 
reaction front propagation. As a result, we find the input of solid phases into a chemical affinity tensor as a combination 
of Eshelby stress tensors determined with respect to stress free configurations of the initial and chemically produced 
solid constituents and multiplied by chemical reaction parameters (stoichiometric coefficients and molar masses). 
Then we consider an input of a gas constituent and derive an expression of a chemical affinity tensor. For brevity, we 
do not present the relationships here. Finally, we formulate a simplest kinetic relation for the chemical reactions front 
propagation and consider interconnections between a growing crack and a chemical reaction front.

Conclusions
The energy balance is written down for a growing crack and moving interface based on the Eshelby stress 

concept. Based on the dissipation inequality, it is demonstrated that a moving interface as well as dissipation 
due to inelastic deformations can provide an opportunity of subcritical crack growth. The problem of finding the 
configuration force acting on the phase boundary is reduced to stress calculations at one side of the interface. 
This, in turn, allows calculating the configuration force in terms of the stress intensity factors, as well as the Rice 
integral. Inequalities are derived that must be satisfied in the case of the subcritical crack growth and kinetic 
relationships for crack and phase boundary propagation are formulated. Earlier results are presented related to a 
stress-assist chemical reaction front propagation.
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A finite-element method (FEM)-based procedure of fatigue crack growth simulation in the field of 
progressive damage is developed. A specific finite element grid is suggested that allows saving the 
information on accumulated damage and “natural” tracing of a growing crack; otherwise it is 
laborious to use the standard FEM-procedures. The basic principles of meshing are formulated, and 
following these principles, a two-level finite element grid is designed. Fatigue behavior of a notched 
plate with imbedded randomly distributed defects is analyzed. The damage evolution and the traces of 
growing cracks in the plate are assessed at different phases of fatigue life. The procedure developed 
is deemed an effective mechanism that allows both to model the crack formation from a defect and its 
further propagation accordingly the damage accumulation during all cyclic loading. It also provides a 
substantial reduction in influence of the mesh geometry on the progressive crack extensions. 

Introduction
Simulation of fatigue crack growth in conjunction with the damage accumulation, based on coupled action of 

mechanisms of slip in material grains and the stress field has been attracting attention through the past decades (e.g., 
[1]). One of effective ways of modeling crack propagation is the use of finite-element method (FEM). Application 
of FEM for the analysis of crack propagation when the crack path may be affected by the inhomogeneous 
development of damage or by specifics of the stress field immediately assumes an operative reorganization of a 
finite element grid during the crack extensions. It helps to avoid the influence of the finite element grid topology 
on the crack trajectory. This is because the initial grid cannot adequately describe the redistribution of the stress 
and strain fields around the tip of the growing crack. 

However, applicability of such an approach is limited by a class of problems where there is no correlation 
between the crack path and the previous history of damage accumulation in material. When dependence of the 
crack extensions on the prehistory of damage should be accounted for, the redesign of the FE mesh is unacceptable, 
since it leads to deleting the information on the progressive degradation of the material. 

This work is focused on the design of finite element grid, which, on the one hand, would allow us naturally to 
save the information on the fatigue damage in material (finite elements) prior to failure and to model by this the 
whole process of fatigue crack development using the unique finite element mesh. On the other hand, it would 
minimize the influence of the mesh topology on the traces of fatigue cracks. Based on the formulated principles, 
the original structure of the FE grid is developed and verification of its consistency is presented.  

Method 
Basics of the Approach

Crack initiation and propagation are modeled based solely on assumption that the damage accumulation 
in material elements controls the process. As an example, the fatigue process is analyzed in a formally elastic 
plate with a central circular hole under cyclic zero-to-tension loading. First, the analysis is addressed to the 
homogeneous material modeled with the finite element mesh differing by topology. The fatigue process is modeled 
by the sequence of damage accumulation in FE’s using the Palmgren-Miner rule [2]:
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            (1)

where D is the accumulated damage in an element,  is the number of load cycles with the stress range 
, is the number of cycles prior to failure of the “i” element with the stress range Si.

Values of  are obtained from the S-N curve for the plate material approximated by the Basquin           
equation [3]:

            (2)

where С and m – are the material empirical “constants” to be obtained from the experimental data, and S – is the 
stress range.

By substituting (2) into (1) the damage accumulated in every of the elements:

            (3)

Successive failure of elements (i.e., when the damage in a sequential element becomes D = 1) is defined by 
decreased stiffness of the element by several decimal orders (‘‘killing” of elements), and the succession of failures 
indicates the crack extension. Rapid acceleration of the progress of damage, characterized by the crack growth 
rate, was regarded as the indication of the plate failure. This scenario was realized in the case when the crack 
origination was assumed at the notch root, but at a certain distance from the axis of symmetry.

Development of the Specific Mesh Type

First, a standard regular finite element mesh is used. Figure 1 shows the initial stage of the crack extensions 
and the final state with well-developed cracking under cyclic loading (the cyclic load is applied far from the 
fragment shown, in “infinity”).

Figure 1. Crack growth simulation by the mechanism of the damage accumulation. Regular FE mesh.

Figure 1(a,b) shows that crack follows strictly the mesh nodal line, inclined to the direction of loading and 
direction of the maximum principal stress. Analysis (by using finer mesh at assumed crack tip) indicates that the 
most intensive damage at the crack increments develops in successive elements located directly ahead the crack 
tip (i.e., along the grid nodal line). It may be explained by modeling the crack extensions by successive “killing” 
of elements.

Korolev, I. K. et al.
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Keeping with the modeling of fatigue cracks by the damage accumulation principle, the following requirements 
for the meshing can be formulated to minimize the influence of the grid topology on the trajectory of a growing 
crack:

(1) The crack tip should be provided “freedom” to turn under the influence of the local stress field, accompanied 
by the accumulated fatigue damage in successive elements.

(2) The isotropy of the grid is desired. Any specified nodal lines in the mesh would control the crack extensions.

Respectively, a cell structure of the mesh was derived, meeting the above requirements. A cell of the mesh 
structure is shown in Figure 2. 

The cell type has a two-level structure. The first level consists of “large blocks-circles;” in the center of these 
“circles” there are triangular elements that allow for trajectories of growing crack to deviate under influence of 
stress flow and accumulated damage in the part surrounding the crack tip. The second level consists of “small 
blocks-circles,” in the center of “circlets.” There are also located triangular elements. The second level allows the 
crack to turn if it would extend along the edge of a “large circle.”

By this, the proposed topology of the modified finite-element grid for modeling the crack propagation would 
allow a trajectory to turn according to the local stress flow; the less wavy deviations are also expected. The two-
level cell structure has to be better suited for the modeling fatigue crack morphology when the damage summation 
procedure is applied.

Verification of the Developed Grid Consistency
For the verification this mesh type was applied for the above crack growth analysis. Figure 3 presents the 

results of simulation of fatigue crack extensions under uniaxial cyclic loading for the same task as at Figure 1(a).

Figure 2. A cell of the 
proposed isotropic 

mesh type.

Figure 3. Fatigue crack 
growth simulation. 

Proposed mesh.

Korolev, I. K. et al.
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It is demonstrated that the simulated crack propagation in general satisfactorily follows orientation of the 
planes normal to the maximum principal stress flow, apart from the area where the mesh is oriented. 

The accuracy of the proposed grid is checked with the help of comparison of stress intensity factors calculated 
in the cases:

• when the crack is simulated using the proposed approach

• when the regular mesh with singular elements is applied and

• SIFs obtained from the hand book sources (e.g., [4]). 

A rectangular plate with symmetrical edge cracks loaded perpendicular to the crack planes is assumed. The 
plate dimensions are 2а = 2b = 7*2l = 28 mm, initial crack length is 2l = 4 mm, the size of grid cells is 2 mm, and 
the plate is loaded by static stress σ = 1 MPa.

According to the handbook data [4], stress intensities  for the plate with symmetrical cracks at the edges 
are given by:

When the proposed modified meshing is applied, the stress intensities, , can be estimated by using the 
extrapolation to the crack tip technique [5]:

where r is the distance of the reference point from the crack tip,  is the (maximum principal) stress at the 
reference point range.

When the plate with edge cracks is modeled by regular mesh with singular elements, stress intensities  are 
calculated by means of a procedure built in a software based on the method of nodal displacements. Respectively, 
the SIF values are as follows:

• handbook [4] data: 

• regular mesh with singular elements: 

• proposed modified meshing technique: 

The example shows that relative difference of the results does not exceed 2.5%, which can be regarded as 
favorable for the proposed approach together with the assumed isotropic meshing.

Results and Discussion 
The modified mesh type was used to simulate behavior of initial micro-crack-like defects in material structures 

under cyclic loading. The defects and “fatigue properties” (coefficient C in (2)) of “material elements” (finite 
elements) were randomly distributed in a rectangular thin plate, as shown on the next page in Figure 4(a); cyclic 
load is applied in vertically (at “infinity”).

Korolev, I. K. et al.
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Figure 4. Development of defects in material structure into the propagating crack: (a) initial defects; (b) evolution of defects under cyclic 
loading; right hand – the damage intensity legend.

It is seen that a defect in the intensive damage area became an “active” one, which turned into the propagating 
crack; the other defects remained “dormant.” 

The trajectory of crack initiated at the “active” defect, shown in Figure 4, is in general controlled by the 
stress flow; its deviation from the straight line perpendicular to the loading direction may be explained by the 
different (randomized) rate of the damage in “material” elements and, partly, by the sensitivity to the progress 
of damages induced by the defect in the lower part of the plate. In this example, the influence of grid topology 
on the crack trajectory can be essentially reduced. Also, the modified meshing provides better smoothness of the 
crack morphological features and makes it possible to trace the step-by-step damage accumulation and further 
formation of fracture nucleus near initial cracks/defects and their propagation.

Conclusions 
A simple approach allowing for simulation of the fatigue crack initiation and growth in a nonuniform field of 

progressive fatigue damages is developed based on application of the principles of FE meshing, which provide 
realistic crack extensions independent of the mesh geometry. 
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We present experiments on the Rayleigh-Taylor (RT) instability in the plastic flow regime of solid-state 
vanadium (V) foils at ~1 Mbar pressure and strain rates of 106-108 s-1, using a laser based, ramped-
pressure acceleration technique. High-pressure material strength causes strong stabilization of the RT 
instability at short wavelengths. Comparisons with 2D simulations utilizing models of high-pressure 
strength show that the V strength increases by a factor of 3.5 at peak pressure, compared to its ambient 
strength. An effective lattice viscosity of ~400 poise would have a similar effect.

Introduction
The Rayleigh-Taylor (RT) instability in the presence of solid-state material strength is of considerable interest. 

High explosive (HE) driven experiments to study RT instability growth in solid state aluminum at peak pressures 
and strain rates of Pmax~100 kbar and  ~105 s-1 were developed in the 1970s and showed strong RT stabilization of 
short-wavelength perturbations[1]. More recently, HE-driven RT experiments have been done in several different 
metals (Al, Cu, V) at 300–700 kbar peak pressures in planar geometry, and at pressures reaching ~3 Mbar in 
convergent cylindrical geometry [2]. Using a newly developed, laser-based, ramped pressure drive, experiments 
have been performed at Pmax~200 kbar and   ~106 s-1 in Al [3]. We report here results from an RT experiment using 
a laser-generated ramped pressure drive, reaching Pmax~1 Mbar pressures at strain rates of 106-108 s-1 in solid-state 
vanadium (V), a ductile body-centered cubic (BCC) metal. Strong RT stabilization is observed [4]. 

Method
We use six azimuthally symmetric laser beams at the Omega Laser [5], each with EL~135 J energy at laser 

wavelength of λL=351 nm and 3.7 ns square pulse shape to generate our drive. The ~640 µm diameter flat-top 
spatial profile is achieved using continuous phase plates (CPP) on the drive beams, creating an average peak 
laser intensity of IL ~ 2.5 x 1013 W/cm2. This launches a strong shock into a reservoir consisting of 40 µm-
thick polyimide, 125 µm thick polycarbonate, and 35 µm thick 2% brominated polystyrene, C50H48Br2, all glued 
together. The CH(Br) layer absorbs low energy x-rays generated at the ablation front. When the shock breaks out 
the back of the reservoir, the plasma releases (unloads) across the 300 µm vacuum gap and stagnates on the V 
sample, creating a ~1 Mbar ramped pressure drive [6,7]. This causes the 35 µm thick V sample to accelerate at 
a peak value of g ~ 5 x 1013 cm/s2. In order to insulate the rippled vanadium sample from the heat created by the 
initial stagnating plasma, we use a 6 µm thick, CH-based epoxy layer, conformal on the ripple side and machined 
flat on the gap side, as a heat shield. The accelerating rippled sample is RT unstable, and the ripple amplitude 
increases at a rate reduced due to material strength.

Remington, B. A. et al.
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We measure the drive using a line VISAR velocity diagnostic [8] on separate targets consisting of a 10 µm 
thick Al foil backed by an LiF window for a range of laser energies. A streaked VISAR image from one of the 
drive shots is shown in the inset of Figure 1. We then use the radiation-hydrodynamics code LASNEX [9] to 
determine the plasma drive, which is a set of material density, velocity, and temperature profiles as a function of 
position from the unloading reservoir just prior to impacting the sample. The plasma drive applied to the V sample 
generates a ramped loading reaching Pmax~900 kbar, as shown in Figure 1, and compressions of ρ/ρ0 ~ 1.3-1.4. 
Figure 2 shows the corresponding equivalent plastic strain versus time in the V sample, from a 1D radiation-
hydrodynamics simulation. The V sample is predicted to stay factors of three to five below the melt temperature, 
as shown in the inset in Figure 2. The 35 µm thick V sample was made with a λ = 60 µm wavelength, η0 = 0.6 µm 
amplitude sinusoidal ripple on its surface by a sputtering technique. [10] The vanadium samples were full density, 
had an average grain size of ~1 µm in the lateral direction, 3–5 µm in the thickness (columnar) direction, and a 
measured tensile strength at ambient pressure and low strain rate of 715 MPa [10].

Results and Discussion
To measure the RT ripple growth, we used face-on radiography with a 5.2 keV laser driven vanadium He-α 

X-ray backlighter, either in an area backlighting or a point projection imaging configuration. The area backlighting 
technique uses a large-area X-ray source and a gated X-ray camera with 15 µm pinholes run at magnification of ~6 
[3]. The point projection technique uses a ~15 µm diameter pinhole aperture just in front of the V backlighter foil 
to create point projection imaging at magnification ~19, onto a gated X-ray camera. The inset in Figure 3 shows 
an example of a radiographic image of ripple growth at a delay time of 80 ns relative to the start of the drive laser. 
The RT-induced perturbation growth is written as a growth factor, GF(t) = ∆OD(t)/( ∆OD0

.MTF), where ∆OD(t) 
is the optical depth modulation due to the ripple at time t, ∆OD0 = η0/λmfp is the initial optical depth, λmfp~19.6 µm 
is the mean free path length of the 5.2 keV backlighter X rays in vanadium, and MTF is the modulation transfer 
function, which quantifies the diagnostic spatial resolution. The ∆OD(t) is measured from the radiograph by 
Fourier analysis of the ripple lineouts. The self-consistent data set spanning several shot campaigns is shown by 
the red plotting symbols in Figure 3. Typical errors in the measured growth factors were δGF/GF ~10% or less. 
We estimate an average strain rate, ~3 x 107 s-1, by fitting a linear slope to the simulated strain vs time (see 
Figure 2) over the interval of 25–40 ns. For t > 40 ns, this drops to  ~ 3 x 106 s-1.

We compare our ripple growth data to an analytic RT model that treats strength as an effective lattice viscosity. 

In the linear regime, classical RT growth can be written as , where  gives 
the growth rate for inviscid fluids, and A, λ, and g are the Atwood number, perturbation wavelength, and 
foil acceleration, respectively. For viscous fluids, the RT growth rate is expressed in the dispersion relation,  

 [12,13], where ν(cm2/s) = µ/ρ is the kinematic viscosity, µ(dyne·sec/cm2=poise) 
is the dynamic viscosity, and ρ is density. We show these analytic results in Figure 3 for RT growth factors 
versus time. The analytic classical inviscid RT calculation for no strength is shown by the top curve, followed 
by the viscous model for (in order from the top) dynamic viscosities of 100, 200, 400, and 800 poise. The best 
fit viscosity was ~400 poise under these conditions. As a consistency check, we use a relationship equating 

strength with an effective lattice viscosity,  [12], giving . Using the average 
strain rate of  over the interval of 25–40 ns from the 1D simulations (see Figure 2) and the fitted 
viscosity of 400 poise gives an estimated peak strength of 29 kbar. A rough approximation of strain rate can also 
be made from . [6]. From the equation of state of V, an estimated compression of 
ρ/ρ0 ~ 1.4 occurs over the measured rise time of ~6 ns, giving , and hence, a rough peak strength 
estimate of 19 kbar. 

Remington, B. A. et al.
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The PTW model is a strain rate dependent strength model based on deformation by thermal activation for low 
strain rates and viscous phonon drag for high strain rates [13]. The dimensionless shear strength in the low-strain 
limit is expressed as

         (1)

where  is the strain rate,  is the normalized temperature, Tmelt = Tmelt(ρ) is the calculated melt temperature based 
on the Lindeman model [14],  is a reference inverse time scale,  is the critical strain rate above which 
the deformation switches from thermal activation to phonon drag, and y0, y∞, κ, γ, s0, and β are material dependent 
input parameters. The dimensionless shear strength,  , in the (saturated) high-strain limit has a similar form, 
only with s0 and s∞ replacing y0 and y∞. These are combined in a Voce work hardening prescription to give the 
predicted (dimensional) material strength. To fit our experimental data with 2D simulations using the PTW model, 
we lowered the critical strain rate for the transition from thermal activation to the phonon drag regime from the 
default value of  ~109 s-1 to ~106 s-1. This was accomplished by multiplying the PTW input parameters γ, y0, 
and s0 by 1/800, 0.60, and 0.69, respectively, as illustrated in Figure 4 [15]. These changes to the PTW input 
parameters leave the strength predictions at  < 106 s-1 (thermal activation regime) unchanged, while increasing the 
strength for  > 106 s-1 (phonon drag regime). The default PTW parameters for V in the high- regime were set by 
overdriven shock experiments in Ta, also a BCC metal [13]. Therefore, it is not surprising that substantial changes 
in these input parameters for ramp loaded V were required.  

The 2D simulation results using this modified PTW strength model essentially goes through the experimental 
data (not shown). The calculated average peak flow stress (strength) is ~25 kbar based on these 2D simulations, 
corresponding to a peak pressure and strain rate of 900 kbar and 3 x 107 s-1. This is a factor of 3.5 higher than the 
measured ambient strength of 7.15 kbar [11]. We estimate the uncertainties in inferred strength from uncertainties 
in (1) the experimental growth factor measurements and (2) our drive model to each be ~15%. Assuming that 
these are independent sources of error, this gives an overall estimated uncertainty in inferred peak strength of 
~20%.

  
Figure 1. Pressure vs. time in the vanadium RT sample, as calculated 
from 1D radiation-hydrodynamics simulations, adjusted to reproduce 
the drive measured in the Al-LiF witness plates. The inset shows a raw 
line VISAR image for the Al-LiF drive shot.

Figure 2. The simulation of plastic strain vs time in the V sample, from 
a 1D radiation-hydrodynamics simulation. The inset shows the melt 
temperature (from the Lindemann melt law) and sample temperature, 
both from the radiation-hydrodynamics simulations.
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Conclusions
Our experiments show that (solid-state) vanadium strength is very effective at stabilizing RT instability growth 

at ~Mbar pressures and very high (106-108 s-1) strain rates. The deformation mechanism is suggested to be viscous 
phonon drag. A peak strength of vanadium at Pmax~900 kbar and 3 x 107 s-1 was estimated to be ~25 kbar, which is 
a factor of 3.5 higher than the ambient strength, with an estimated uncertainty of ~20%. Analytic estimates show 
that an effective lattice viscosity of ~400 poise would have a similar stabilizing effect. Designs to extend these 
experiments to pressures P >> 1 Mbar on NIF [16] have been developed [17]. 
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Introduction
This work is devoted to experimental and numerical-theoretical study of peculiarities of plastic deformation 

of Ta at pressures of 10÷80 GPa and strain rates of 103÷109 s-1. Tantalum has a body-centered cubic lattice, and in 
the mentioned ranges of pressures and strain rates, tantalum behavior differs from those of aluminum and copper, 
which have a face-centered cubic lattice. 

The studies were conducted by the perturbation method and the metallographic method with use of samples 
recovered after loading. Basic results are the following: in contrast to copper and aluminum, shock-wave softening 
was not revealed in tantalum, model of Ta strength was developed.

Experimental Procedure
Results of experimental and numerical investigations of the peculiarities of Ta plastic deformation under 

pressures P~10÷80 GPa are presented. Tantalum has a body-centered cubic lattice (bcc lattice), and its behavior 
differs from that of aluminum and copper, which have a face-centered cubic lattice (fcc lattice) in the mentioned 
pressure range. For fcc metals (Al and Cu), the phenomenon of a temporal drop of strength behind a shock wave 
front is known. This time is τ ~ 0.3 µs for Al and Cu. The reason of temporal drop of shear strength behind the 
front of shock wave is probably formation of a complicated two-periodical structure of microtwins, which causes 
temperature inhomogeneity at the mesoscale and violation of stability of plastic deformation. For today, there is 
no a comprehensive understanding of structural changes in tantalum, which occur behind the front of shock waves 
of rather high intensities (σх>20 GPa), and association of these changes and dynamic characteristics of substance, 
namely, shear strength and spall strength.

To obtain data on the shear strength of tantalum under high pressure, the X-ray radiography method of 
perturbations was used [1,2,3]. The essence of the “perturbation” method is recording of growth of periodical 
perturbations specified on surface of a liner made of studied material when loading and accelerating it by detonation 
products. The general scheme of liner loading is shown in Figure 1.

Figure1.  Method for recording of perturbation growth. 
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When loading the liner by detonation products, a one-stage device is used, where pressure P∼40 GPa is reached. 
In this case, the Rayleigh-Taylor instability occurs at the HE-sample interface. Based on the experimental results, 
high sensitivity of perturbation growth to shear strength allows performing testing and parametric identification 
of phenomenological models of strength.

Figure 2 and Figure 3 show the experimental assembly. The gap between the HE surface and the investigated 
liner provides a shockless loading regime, and the absence of the gap provides a shock-wave regime. Calculated 
dependences of pressure at sample interface are presented in Figure 4. The scheme of X-ray radiography is 
presented in Figure 5.

The source of X-ray radiation was the facility “Eridan-3,” which had limiting energy of radiation of 1 MeV, pulse 
duration of ~0.15 µs at half-height.

Information on growth of local perturbations was obtained from an X-ray image of the free surface of the 
investigated sample. In the tests, the X-ray image was recorded by the recording system based on ten screens 
ADC-CR. Typical X-ray images of liners in flight are shown in Figure 1.

Figure 2.  Experimental assemblies. Shockless loading.

Figure 3.  Experimental assemblies. Shock-wave loading.
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                                Figure 4.  Pressure versus time. Shock-wave loading.

Numerical Simulation
Numerical simulation of perturbation growth was performed by the Lagrangian technique “Drakon” with use 

of the Steinberg-Glushak strength models [4,5,7]
     ,     (1)

where YS is yield strength and  is strain intensity.

Figures 6 and 7 present results of tests and calculations of perturbation growth in tantalum samples under 
shockless loading and shock-wave loading. 

Figure 6.  Results of tests and calculation of perturbation growth in tantalum. Pmax≈40 GPa.

Figure 7.  Results of tests and calculation of perturbation growth in tantalum. Pmax≈75-85 GPa.

Figure 5.  Scheme of X-ray radiography.

Igonin, V. V. et al.
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The graphs reveal that the Steinberg-Glushak model, which is calibrated based on shockless tests, provides 
good description of results of the shock-wave tests. This fact can be considered as the absence or very insignificant 
effect of shock-wave softening. This is the distinctive feature of Ta as compared to the earlier investigated Al and 
Cu where shock-wave softening is significant. For comparison, Figure 8 presents similar results for copper and 
aluminum [7,8].

Figure 8.  Results of tests and calculations of perturbation growth in aluminum.

Figure 9.  Results of tests and calculations of perturbation growth in copper.

Probably, these peculiarities can be explained by the difference in structures of the crystalline lattices. Al and 
Cu have fcc lattices, and Ta has a bcc lattice. The results of metallographic investigations of shock-loaded Ta, Сu, 
and Al correlate with this supposition. Density of shear bands of the twinning nature is by an order less in Ta than 
that in Cu and Al [9,10,11].

Figure 10 shows the dependences of the stationary yield strength on pressure behind the front of shock wave 
and shockless wave of compression. These dependences were obtained by the Steinberg-Glushak model (1) 
calibrated based on the experimental results. For comparison, the figure presents also the results obtained by J. 
R. Asay and L. C. Chhabildas with use of the self-consistency method [12].

Figure 10.  Yield strength versus pressure.

Igonin, V. V. et al.
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In this paper, the equation of state parameters for a number of materials are obtained on the basis          
of published experimental data on the shock-wave and static compression, and the bulk speed of 
sound in different pressure ranges is calculated. The calculated values are compared with published 
experimental data.      

Introduction
Measurements of the speed of sound behind the shock front provide additional information on the response of 

shock-compressed material to high pressure. High pressure and heating of the material behind the shock front may 
lead to its melting. Availability of experimental data on the velocity of both longitudinal and bulk (plastic) waves 
makes it possible to detect melting behind the shock front. In a solid elasto-plastic body, the velocity of elastic 
longitudinal waves is higher than that of plastic waves. In liquids, there are no shear stresses, and the velocity of 
longitudinal waves is equal to that of plastic waves. The knowledge of only one velocity (elastic longitudinal or 
plastic waves) does not provide evidence of material melting. In addition to melting, the processes that may take 
place behind the shock front include phase transitions with changes in both crystalline and electron structure of 
the material. Such transitions may result in a sharp change in the slope of the P(ρ) curve, which corresponds to the 
jump in the velocity of plastic waves.

Computational Technique
 To calculate compressibility of materials, we use the technique described in detail in [1,2,3]. Energy and 
pressure are defined as a sum of the cold (elastic, potential) and thermal components: 

  E=EC+ET ; P=PC+PT .                                                             (1)

Elastic components of energy and pressure are defined as follows:   

                        (2)

where σ=ρ/ρn is the compression ratio, and ρn is the equilibrium material density at P=0, T=0.

In the Mie-Grueneisen form, the thermal component of pressure is PT=ΓρET. The Grueneisen factor Г is 
calculated based on dependence (2). In the Dugdale-MacDonald approximation: 

                                                                                                     (3)

The isothermal bulk compression modulus is defined as:

Nadykto, B. A.
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For P=PC+ ΓρET, the value of the isothermal bulk modulus equals:

For elastic pressure defined by expression (2) and Γ from (3),

The isentropic (adiabatic) bulk compression modulus equals 

where CP and CV  are heat capacities at constant pressure and constant volume, respectively.  The speed of sound 
equals с=(B/ρ)1/2.

Results and Discussion
Ref. [4] presents results of probably one of the first velocity measurements behind the shock front in aluminum, 

copper, lead, and iron. A number of experimental points were obtained for the velocity of both longitudinal elastic 
waves and – by the overtaking relief method – plastic sound waves. Our paper [5] presents calculated values of 
the bulk speed of sound in iron and copper and makes an attempt – based on the comparison with experimental 
data of Refs. [4], [6] – to determine the onset of melting in these materials behind the shock front. It turned out 
that melting in these materials is likely to occur simultaneously with the electron phase transformation.  

Uranium

Shock-wave measurement data for natural uranium [7] display a change in the slope of both the D(u) curve at 
u ≈ 1.1 km/s, and the P(ρ) curve at P ≈ 80 GPa. Our calculations for natural uranium are in good agreement (see 
Figure 1(a)) with experimental points [7]. Using the derived equation of state, we calculated the bulk speed of 
sound in different phases of uranium and detected an increase in the speed of sound by 0.9 km/s at a pressure of 
about 80 GPa. Figure 1(b) shows the calculated curve of the bulk speed of sound versus pressure obtained using 
the chosen equation of state for uranium. Location of experimental points for the longitudinal velocity near the 
calculated curve for the bulk speed of sound may be indicative of the material being liquid. 

Zinc

Major experimental data on the shock compression of zinc are presented in [7] for pressures up to 138 GPa 
and in [8] for pressures up to 800 GPa. For low pressures, there are data on static compression [10,11,12].  

The equation of state for zinc was selected, as described above. Experimental data in the D-u, Р-ρ, and P-u 
coordinates point at a change in the slope of the P(ρ) curves at P=7.5 GPa and P=57 GPa. This change in the slope 
can be explained by compression-induced change in the electron structure of zinc. Therefore, the equation of state 
for zinc was chosen in the form of three regions with different parameters for each phase:  

I       ρo = 7.2011 g/cm3, B0 = 62.7 GPa. II     ρo = 7.50 g/cm3, B0 = 114 GPa.
III    ρo = 9.18 g/cm3, B0 = 337 GPa.

At T = 293 K: ρo = 7.14 g/cm3, B0 = 61 GPa,  Eo = 0.0748 kJ/g; TD = 300 K. 

Nadykto, B. A.
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Comparison of the calculated P(ρ) curves with experimental data is presented in Figure 2(a).

Figure 1.  Dependencies behind the shock front in natural uranium. (a) P(ρ). Experimental data from [7]. (b) Velocity of plastic sound waves behind the shock front as a 
function of pressure. The curves show our calculations for different phases of uranium.

Figure 2.  Dependencies behind the shock front in zinc. (a) P(ρ). Experimental data: pluses – from [7], squares – from [8]. (b) Velocity of plastic sound waves behind the 
shock front as a function of pressure for zinc. Experimental data: squares – data from [9]. The curves show our calculations for different phases of zinc.

Calculations for the initial phase are in perfect agreement with data of Ref. [10] up to 4.5 GPa. The data for 
statically compressed Zn from [11, 12] coincide with the computational curve for the initial phase at low pressures 
and with the computational curve for the high-pressure intermediate phase at P>8 GPa. Ref. [5] provides a 
computational analysis of phase transformations in zinc. Three phases of zinc presented there, apart from their 
difference in equilibrium density, show considerable differences in the energy of outer-shell electrons of the 
atomic cell in solid zinc. These energies are 26.5 eV, 46.5 eV and 112 eV for the initial, intermediate and next 
high-pressure phases, respectively. The data of [12] indicate that the hcp lattice of Zn remains stable up to 126 
GPa. This allows us to state that the phase transformations observed in Zn are electron phase transitions without 
change in the crystalline structure. The energy of the atomic cell of initial Zn, 26.5 eV, is close to the energy of 
two outer-shell electrons of the free atom of Zn in the 3d104s2 state. The energy of three outer-shell electrons of 
the free atom of Zn equals 67 eV, and of four electrons, 129 eV. 

Nadykto, B. A.



VI-30

  Materials Response to  DYNAMIC LOADING II

The electron phase transition with preservation of the crystalline structure was experimentally observed in 
zinc [11] based on the measured dependence on V/V0 of the c/a axis length ratio in the hcp structure of Zn, which 
displayed a clear non-monotone trend at a pressure of 9 GPa. The presence of the electron phase transition in Zn 
at P=6.6 GPa and T=4.2 K follows from Möessbauer spectroscopy [13], which displays drastic change in lattice 
dynamics at such a transition. Our analysis of Zn compressibility clearly points at the presence of this electron 
phase transition in Zn at P=7.5 GPa. Moreover, this analysis testifies for existence of another phase transition at 
P=57 GPa. Electron phase transitions similar to those in zinc can be observed in Cd, Tl, Pd, Ag, Sb, and other 
elements. 

Using the selected equation of state parameters for zinc, we calculated the bulk speed of sound in zinc at different 
pressures. The computational data are shown in Figure 2b. The change in the equation of state parameters at phase 
transitions is accompanied by a sharp change (jump) in the bulk speed of sound. The calculations adequately reproduce 
the speed of sound at atmospheric pressure (2.9 km/s), obtained based on the experimental bulk compression modulus 
[14]. Figure 2b also shows measured values of the longitudinal speed of sound in zinc [9]. The closeness of the 
experimental velocity of longitudinal sound waves at pressures above 70 GPa to the calculated velocity of plastic 
waves may be indicative of zinc melting near the phase transition at 57 GPa. The experimental point at a pressure of 
49 GPa may correspond to the solid state of zinc with Poisson's ratio of about 0.35.

Tin

Major experimental data on the shock compression of tin are presented in [7] for pressures up to 164 GPa and in 
[8] for pressures up to 750 GPa. For pressures below 4.5 GPa, there are data on static compression of white tin [10]. 
These data are in perfect agreement with the value of the bulk modulus given in [14]. 

Experimental data in the D-u, Р-ρ, and P-u coordinates point at a change in the slope of the P(ρ) curves at P=10 
GPa, 24 GPa, 80 GPa, and probably 250 GPa. This change in the slope can be explained by compression-induced 
change in the electron structure of tin. Therefore, the equation of state for tin was chosen in the form of four regions 
with different parameters for each phase:  

I       ρo = 7.355 g/cm3, B0 = 56.3 GPa.     II     ρo = 7.755 g/cm3, B0 = 81.8 GPa.
III    ρo = 8.3 g/cm3, B0 = 130 GPa.         IV     ρo = 8.5 g/cm3, B0 = 160 GPa.

At T = 293 K: ρo = 7.31 g/cm3, B0 = 55.25 GPa,  Eo = 0.0466 kJ/g; TD = 210 K. 

Comparison of the calculated P(ρ) curves with experimental data is presented in Figure 3(a).

There is a phase transition in white tin with a volume jump of 1.1% at a pressure of 9.4 GPa and room temperature 
[15]. With this transition, the bulk compression modulus increases to 81.8 GPa. Each subsequent transformation at 
24 GPa and 80 GPa is also accompanied by the growth of the bulk compression modulus to 130 and 160 GPa, 
respectively. 

Using the selected equation of state parameters for tin, we calculated the bulk speed of sound in tin at different 
pressures. The computational data are shown in Figure 3(b). The change in the equation of state parameters at phase 
transitions is accompanied by a sharp change (jump) in the bulk speed of sound. The calculations adequately reproduce 
the speed of sound at atmospheric pressure (2.75 km/s), obtained based on the experimental bulk compression 
modulus [14]. Measurements of the speed of sound behind the shock front in tin by manganin and optical probes 
with indicator liquids were performed in [9].

Nadykto, B. A.
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Figure 3.  Dependencies on Hugoniot and normal isotherm in tin. (a) P(ρ). Experimental data: squares – from [7], triangles – from [8], crosses, pluses and 
rhombs – data of static measurements [16]. (b) Velocity of plastic sound waves behind the shock front as a function of pressure for tin. Experimental data: 

rhombs and triangles – from [11], squares – from [17], crosses – from [18]. The curves show our calculations for different phases of tin.

Figure 3(b) shows the values of the sound speed in tin. The closeness of the experimental velocity of longitudinal 
sound waves [9] at pressures above 25 GPa to the calculated velocity of plastic waves may be indicative of the 
melted state of tin under such conditions. At a pressure of 100 GPa, a tin can be expected to undergo one more phase 
transition with an increase in the bulk speed of sound—apparently, in the liquid phase. Figure 3(b) also shows the 
data of Chinese researchers [17]. There are also data on the speed of sound in tin measured using Doppler laser 
interferometry [18] in the range of 2–33 GPa, which agree with data of [9] to within the measurement error (σ = 5%). 
A multi-phase equation of state for tin is calculated in [19]. The jump-like increase in the bulk speed of sound occurs 
as a result of an electron phase transition in liquid tin. Available data of shock-wave experiments at pressures above 
250 GPa may be indicative of recovery of the previous phase state. However, the small number of experimental 
points does not allow us to claim this for sure. If there is such a recovery, the bulk speed of sound should decrease 
at pressures above 250 GPa. 

Cerium

Experimental data on the shock compression of cerium are presented in [7] for pressures up to 137 GPa and 
in [8] for pressures up to 560 GPa. Response of cerium to shock compression at low pressures (up to 16 GPa) has 
been studied in [21]. Static compression of cerium on diamond anvils has been studied in [20]. 

Cerium has a complex phase diagram comprising a γ→α isomorphous electron phase transition with a high 
jump in volume. At normal temperature, the phase diagram [15] displays a CeIV→CeV phase transition at a 
pressure of 5.6 GPa. Data of static experiments on diamond anvils [20] for this pressure indicate a sharp change 
in the slope of the curve P(ρ). Data of [7,8,20] show that the slope also changes around P = 36 GPa. This change 
in the slope can be explained by compression-induced change in the electron structure of cerium. Therefore, the 
equation of state for cerium was chosen in the form of three regions (apart from the initial γ-phase) with different 
parameters for each phase:  

I      ρo = 8.24 g/cm3, B0 = 27 GPa.          II     ρo = 9.2 g/cm3, B0 = 78 GPa.
III    ρo = 11.41 g/cm3, B0 = 217 GPa.

At T = 273 K: B0 = 26.7 GPa,  Eo = 0.045 kJ/g; TD = 118 K.

Nadykto, B. A.
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Comparison of the calculated P(ρ) curves with experimental data is presented in Figure 4(a).

Figure 4.  Dependencies on Hugoniot and normal isotherm in cerium. (a) P(ρ). Experimental data: pluses – from [7], squares – from [8], open rhombs – from [21], solid 
rhombs – data of static measurements [20]. (b) Velocity of plastic sound waves behind the shock front as a function of pressure for cerium. Experimental 

data from [9] crosses – values of the bulk speed of sound, squares and triangles – velocities of longitudinal sound waves. The curves show our calculations
 for different phases of cerium.

Using the selected equation of state parameters for cerium, we calculated the bulk speed of sound in cerium 
at different pressures. The computational data are shown in Figure 4(b). The change in the equation of state 
parameters at phase transitions is accompanied by a sharp change (jump) in the bulk speed of sound. 

Measurements of the speed of sound behind the shock front in cerium by manganin and optical probes with 
indicator liquids were performed in  [9]. Squares and triangles in Figure 4(b) show the points measured in [9] for 
longitudinal sound waves in cerium, and crosses show the points for bulk (plastic) sound waves. In the range of 
pressures from 6 to 36 GPa, measured velocities of plastic sound waves are close to the calculated values. The 
comparison with measured velocities of longitudinal sound waves shows that cerium melting apparently ends at 
a pressure of 12 GPa [9]. 

Using the optical-lever technique, the authors of [21] detected a sharp decrease in the intensity of light reflected 
from the free surface of a sample at σх ≤ 16 GPa. They attributed this decrease to the shock-driven melting of cerium. 

The phase diagram in [15] suggests that melting of cerium behind the shock front proceeds from the CeV 
phase rather than from the α-phase (CeIV). According to [15], the melting point of CeV at a pressure of 6 GPa is 
715оC. It might be illustrative to conduct an experiment to detect cerium melting behind the shock front with a 
starting sample of α-phase cerium (e.g., precompressed to the γ-α phase transition). One can expect in this case 
that the pressure of melting onset in cerium will be noticeably higher (a factor of 1.5-2).

The values of longitudinal speeds of sound measured in [11] at pressures above 36 GPa are located close to 
the calculated curve for the bulk speed of sound. This indicates that cerium is liquid at such pressures behind the 
shock front. However, its phase state differs from that at pressures between 6 and 36 GPa.  

Conclusion 
1.  The comparison of calculated speeds of sound with published experimental data for longitudinal sound 

waves and, in some cases, plastic (bulk) waves allows us to  establish the fact of material melting based on 
the coincidence of the measured velocity of longitudinal waves with the measured or calculated velocity 
of bulk waves. 

2.  Zinc can be expected to be in the liquid state behind the shock front at pressures above 60 GPa. 
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3.  Measurement results suggest that tin can be expected to melt right after the structural (and at the same time 
electron) transformation at 10 GPa. The sharp increase in the calculated velocity of plastic sound waves at 
24 GPa takes place already in the liquid phase. The calculations point at a sharp increase in the speed of 
sound in tin at a pressure of about 100 GPa.

4.  Based on the published data on cerium compressibility, one can state that cerium melting behind the shock 
front proceeds not from the α-phase, but from the next high-pressure phase CeV. 
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A case is made for using an enhanced methodology in determining the parameters that appear in a 
deviatoric constitutive model.  

Introduction
Predictability rests on our ability to solve a properly posed initial boundary value problem (IBVP) that 

incorporates an accurate reflection of material constitutive behavior. That reflection is provided through the 
constitutive model. Moreover, the constitutive model is required for mathematical closure of the IBVP. Common 
practice in the shock physics community is to divide the Cauchy tensor into spherical and deviatoric parts and 
to develop separate models for spherical and deviatoric constitutive response. Our focus will be on the Cauchy 
deviator and deviatoric constitutive behavior. Discussions related to the spherical part of the Cauchy tensor are 
reserved for another time.

A number of deviatoric constitutive models have been developed for the solution of IBVPs that are of 
interest to those working in the field of shock physics (e.g., [1-4]). All these models are phenomenological 
and contain a number of parameters that must be determined in light of experimental data. The methodology 
employed in determining these parameters dictates the loading regime over which the model can be expected to 
be accurate.  

The focus of this paper is the methodology employed in determining model parameters and the consequences 
of that methodology as it relates to the domain of strain rate validity. We begin by describing the methodology 
typically employed. We discuss limitations imposed upon predictive capability by the methodology typically 
employed, and we propose a modification to that  methodology to significantly extend the domain of strain rate 
validity. 

Typically Employed Methodology
The steps typically taken in determining the parameters that go into the constitutive model are outlined 

here. First quasistatic and Hopkinson bar tests are conducted. The Hopkinson bar provides data to strain rates of 
103 s-1. The constitutive model is fit to the quasistatic 
and Hopkinson bar data (Figure 1). Once this is done, 
nominal values of the parameters that go into the 
constitutive model are determined. Associated with 
each nominal value is a range of uncertainty.

Figure 1.  Typical stress-strain 
curves used for fitting model 

parameters.
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Small-scale experiments, such as the Taylor cylinder 
test [5] are used to validate the model and to tighten 
up on that uncertainty. The Taylor test provides an 
added benefit. Peak strain rates in the cylinder are 
on the order of 104 s-1. By demanding that the model 
accurately predict Taylor cylinder deformation (Figure 
2) without losing its ability to replicate the quasistatic 
and Hopkinson data, we effectively enlarge the strain 
rate domain over which we can be reasonably confident 
of the model’s predictive capabilities.

Enhanced Methodology
The typically employed methodology results in a model that is validated over strain rates from quasistatic to 

104 s-1. In use, however, these models are often applied to problems wherein peak strain rates exceed 104 s-1. Such 
an application involves an extrapolation beyond the strain rate domain over which the model has been validated.  

Extrapolation always involves risk, but unless the mechanisms/processes responsible for material flow 
fundamentally change, the model practitioner will likely “get by” with extrapolation, provided that he does not 
extrapolate “too far.” A number of recently conducted experimental studies have shown that for many materials, 
a threshold in strain rate exists (often in the vicinity of 106 s-1), above which the fundamental nature of material 
flow suddenly changes, often involving localization of some kind.  Aprelkov et al. [6] have shown that under 
conditions of moderately high strain rate (  ~ 106 – 107 s-1) complex biperiodic twin structures form in copper, 
resulting in temporal softening (significant over a time period of about 0.2 to 0.4 µs). Temporal softening is 
followed by deformation hardening. Models that fail to account for such phenomena are likely to be rather poor 
predictors of macroscopic constitutive behavior, especially when applied to loading scenarios involving plastic 
flow occurring at strain rates ~106 – 107 s-1.

We propose extending the domain of strain rate 
validity by employing the perturbation method [7-11]. 
Using this method, a pre-perturbed plate is accelerated 
by detonation products. Experiments can be designed to 
produce either shock or quasi-isentropic loading. Rayleigh-
Taylor instability ensues and the perturbations grow in 
time. Radiography (e.g., flash x-radiography or proton 
radiography) can be used to measure perturbation growth. 
Deviatoric constitutive behavior is by far the dominant 
factor determining the rate of perturbation growth. This 
being the case, the method provides an excellent tool for 

validating deviatoric constitutive models. Moreover (and most importantly), since material in the vicinity of the 
perturbations flows at moderately high strain rates (  ≥ 106 s-1), the method focuses our attention on the extremely 
important strain rate regime over which deformation localization is  all-important. Figure 3 illustrates the method.

Figure 2.  Typical Taylor Cylinder Result (green is predicted deformed shape, blue is 
actual deformed shape).

Figure 3.  Perturbation growth method.
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Employing this enhanced methodology, we do everything that is done using the typically employed 
methodology. Namely, we demand that the model accurately predict Taylor cylinder deformation without losing 
its ability to replicate the quasistatic and Hopkinson data. But we supplement this with the requirement that the 
model also accurately predict perturbation growth. In the end, we produce a model that is validated over strain 
rates from quasistatic to ~107 s-1. Such a model will eliminate the need for extrapolation in the solution of a great 
many IBVPs that are of interest to us.

Results: Extrapolation versus Interpolation
We have said that extrapolation carries with it risk. We have also implied that interpolation is strongly to be 

preferred. In this section, we illustrate this point by showing comparisons of predicted perturbation growth in a 
typical experiment involving copper using deviatoric constitutive models validated using the typically employed 
methodology (Figure 4) verses the proposed enhanced methodology (Figure 5). Using the enhanced methodology 
clearly produces a better result.

Conclusions
The typically employed methodology for determining the parameters of a deviatoric constitutive model result 

in strain rate validity from quasistatic to 104 s-1.  Using such models in the solution of IBVPs wherein the material 
flows at strain rates above 104 s-1 requires extrapolation and that is risky.  The proposed enhanced methodology 
produced models validated over strain rates from quasistatic to 106 s-1 (or even 107 s-1).  This eliminates the need 
for extrapolation in many cases.
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Figure 4. Prediction based on Typically Employed Methodology. Figure 5.  Prediction based on Enhanced Methodology.
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Solutions of the system of differential equations of thermo-elasticity, heat-and-mass transfer-exchange 
between the components of a material of complex structure are derived and analyzed. Applications to 
the problems of change of mechanical properties of metals are given as a result of inflow of hydrogen. 
Features of the distribution of the thermo-elastic wave pulses in a two-component body with defects are 
investigated.

Introduction 
The model of a two-component body allows one to describe the phenomena observable in experiments that 

are not explained from positions of classical continuous mechanics (e.g., hydrogen embrittlement) and feature 
propagation of thermal pulses in media with defects at low temperatures.

The primary structure of a material even in natural conditions unavoidably becomes complicated owing to 
absorption from surrounding space of atoms (e.g., gases and their binding by the skeleton of a material, in metals 
by crystal lattice).

Accumulation of hydrogen inside metal, as a rule, results in the embrittlement of a material. However, 
in laboratory conditions the same concentration of the dissolved hydrogen in titanium alloys resulted both in 
embrittlement and superplasticity. Therefore, the actual influence of the hydrogen factor on mechanical properties 
of metal cannot be predicted without the component-wise analysis of dynamics of each particular process of the 
inflow, redistribution (diffusion), binding, and release of hydrogen under the conditions of particular loadings and 
temperature changes. Mechanical loading on a surface of metal generates the waves of deformation, frequently 
accelerating processes of hydrogen binding inside a sample. The inflow of heat slows down the binding, but 
accelerates the diffusion processes. The inflow of warm mass increases the temperature. The present model allows 
one to take into account to some extent the properties of medium connected to a discrete atom-electronic structure 
of bodies as these components reflect the nonuniform scale of the physical processes proceeding in them. In 
addition, introduction of the second component in the model of a deformable body is induced with the fact that a 
crystal lattice and electronic component in a real sample react differently to action of such external factors as low 
temperatures both super short force and temperature loadings.

The objective of the present work is studying the dynamics of all specified phenomena on the basis of the 
uniform system of the equations completely describing all considered processes.

The Equations of Two-Component Model
Let us consider two material substances participating in the processes: a rather rigid skeleton (a crystal lattice 

of metal, for example) and one penetrating, capable substance to diffusion (hydrogen, for example). Eventually,the 
penetrating substance is divided into the parts: free, diffused, and connected to a skeleton. As the connected part 
carries out the same mechanical movement, as a skeleton, we shall consider them as the uniform component 1 and 
the free part of penetrated substances as the component 2.
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In any vicinity of points of control volume, there can be points of both components 1 and 2, and between 
nearby points of the different components can go an exchange in weight (binding or release) or other interaction. 
Therefore, in continuous recording such points in different components have one Euler coordinate, and exchange 
processes go point-wise (as against the processes of carry going interpointly in the components).

Such an approach (though it contradicts a traditional principle of mechanics of a solid about indivisibility of 
a material point) lies in the essence of the exchange processes and will completely be coordinated to the general 
principles of mechanics if to take into account forces of interaction between components and sources  of exchange 
weight. In the rest, physical laws can be written down component-wise.

The conservation law of the mass and the equations of dynamics for each of the components is

       (1)

                   (2) 

Here  are mass density, velocities, and stress tensor of the component, k, J is a source term, R is the 
force of interaction between components.

The equations of heat conductivity for components  are (k = 1, 2)

                                                (3)

Here αk is the factor of temperature expansion, Kk is the  factor of volumetric deformation, Tkis temperature, 
λk is the factor of heat conductivity, Ck is the specific mass thermal capacity of the component k,  T0 is the 
reference temperature of a deformable body (sample), and  λ0 is the factor of heat exchange between components, 
T12 = T1– T2.

Analysis of Hydrogen Influence on Dynamics of Phase-Structural Transformations
Having limited to one spatial measurement x, we shall present the system of the equations of thermo-elasticity, 

heat-and-mass transfer and exchange between components in the following sort:  

            

             (4)
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Here  are displacement, total strain, stress, temperature, factor of temperature 
expansion, specific thermal capacity, the factor of heat conductivity of the component 1;  are the density 
and the elastic modulus of the skeleton;  are the temperature, the mass of atoms, the specific 
thermal capacity, factor of heat conductivity, factor of the temperature diffusion of the component 2, κ is the 
factor, which is taking into account the ratio of the rigidities of a skeleton and of a penetrated substance,  are 
relative concentration free and connected penetrated substances;  are the factors of diffusion and thermo-
diffusion of penetrated substances;  is the factor of an heat transfer between components,  are the factors 
of  a mass transfer between components.

Equation (4) enables us to solve a number of substantial problems of dynamics and to explain influence of 
embedding of an acting substance in a skeleton of a material on its mechanical properties, in particular, to clear 
influence of dynamics of process of hydrogen binding on metals embrittlement.

Some results for sample  with initial conditions are  .
On the free end of the sample  acts a short-term laser force pulse in a temperature equivalent 

. At  the sample is counted to be fixed  and heat-weight-isolated at all t> 0. 
Figure 1 shows the characteristic dynamics of the hydrogen binding as a wave of sharp growth of n+.

Figure 1.  Distribution of the connected hydrogen on coordinate x during the increasing moments of time (1 – 5). (a) at strong dependence α on 
temperature, (b) at weak dependence α on temperature.

The recession of n+ close to  on Figure 1(a) is the consequence of heating of this area, opposed to binding. 
Dynamics of Figure 1(b) is characteristic also in solutions of a similar problem at mechanical influences on a 
material of a intensive short-time pulse, . However, in all cases a short-time pulse influence does 
not enter a material in a condition of a long instability and does not conduct to reorganization of its structure 
on distance from  . At the received  diagrams, it is apparent that the material does not have time to 
be reconstructed, and fast recession of influence returns it to an initial condition. Thus, at short-term intensive 
influences, the wave of growth of hydrogen concentration does not result in a wave of reorganization of a material. 
If the loading is long, for example, linear, , the wave of growth n+, going for a wave of 
deformation (Figure 2), conducts to reorganization of structure on   the diagram the area of instability and 
final easing of metal is visible.

Indeitsev, D. A. et al.
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Figure 2.  Dynamics of distribution  on x at  .

Distribution of Thermoelastic Wave Pulses in a Two-Component Body with Defects
The equations of dynamics (1) with source term equal to zero  and the equations of heat conductivity 

(2) take place for the one-dimensional two-component model of thermo-elastic body. In conditions of cryogenic 
temperatures and supershort pulse loadings the account of mutual influence of fields is of interest.

Let us consider a temperature shock loading at the end face . We understand as the first material 
component the crystal structure consisting of heavy atoms and ions and forming a skeleton of a sample. As the 
second material component, we understand set of light particles (electrons) freely (or it is not freely) penetrating 
into a crystal lattice. In many physical experiments, the samples loading is made by a short laser pulse. Thus 
first of all heating feels the light electronic component. By virtue of heat, the exchange between components 
and coherence of temperature and deformation processes in both components on a sample it will be propagated 
a thermo-elastic wave pulse. As defects, we understand the small located spatial areas in which some thermo-
mechanical characteristics of a sample have the values which are distinct from nominal.

As the elementary (modeling) defect in a sample, we consider jump of the module of elasticity by the first 
material components (i.e., in the crystal lattice). Let on the section  the raised ten times 
modulus of elasticity  takes place. Other parameters of considered model are chosen close to characteristics of a 
silicon crystal. According to the above, we consider that the short-time rectangular temperature pulse acts on the 
second component.

Indeitsev, D. A. et al.
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The plots in Figures 3 and 4 show spatial distribution of temperature of the first component during two 
corresponding moments of time. Formation of temperature maxima on the borders of the examined defect is 
distinctly visible. Eventually, these maxima decrease in size and are blurred on spatial coordinate x. The detailed 
analysis shows the absence of the evolution of the marked maxima at a very small factor of the heat conductivity 
of the first component, .

Further jump of factor of temperature expansion by the first material components, (i.e., a crystal lattice) is 
examined. The section  takes place the ten times raised factor of the temperature expansion 

. Other parameters of the considered model remain constant.

The plots in Figures 5 and 6 in many respects are similar to results in Figures 3 and 4. We shall notice, 
however, that passage of a thermo-elastic disturbance through the forward border of the defect does not generate 
the reflected pulse, which would begin to propagate to section  .

Conclusions
Within the framework of the theory of two-component medium are investigated the problem of influence of 

the dissolved in metals hydrogen on dynamics of structural transformations and propagation of a thermo-elastic 
pulse in bodies with defects.

The information on a level and distribution of the connected hydrogen in a material is not enough for the 
guaranteed forecast of the mechanical properties of a material. The knowledge of dynamics of the process 
resulting in hydrogen bonding is necessary. The methods stated in the paper allow the calculation of properties of 
a material with the complex structure, got by it as a result of the productions accompanying with temperature and 
mechanical influences.

In considered model of a thermo-elastic body a mutual influence of temperature and deformation fields takes 
place. Therefore, all features of propagation of temperature disturbance basically are connected to propagation of 
mechanical wave pulses. It follows from here, at passage of defects with abnormal values of the modulus of elasticity 
there are the reflections of a mechanical pulse and with it also of a temperature pulse from borders of these defects.
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The simulation of dynamic, large strain deformation is an important, difficult, and unsolved computational 
challenge. Existing Eulerian schemes for dynamic material response are plagued by unresolved issues. 
We present a new scheme for the first-order system of elasto-plasticity equations in the Eulerian frame. 
This system has an intrinsic constraint on the inverse deformation gradient. Standard Godunov schemes 
do not satisfy this constraint. The method of Flux Distributions (FD) was devised to discretely enforce 
such constraints for numerical schemes with cell-centered variables. We describe a Flux Distribution 
approach that enforces the inverse deformation gradient constraint. As this approach is new and novel, 
we do not yet have numerical results to validate our claims. This paper is the first installment of our 
program to develop this new method.

Introduction
The accurate simulation of high-speed, shock-wave–driven flows involving solid materials is a rich 

computational material science subject as well as a critically important technical capability. A fundamental choice 
in the design of numerical algorithms for such simulations is the selection of the spatial reference frame in which 
the problem domain will be discretized. The earliest hydrodynamics codes, for both fluids and solids, employed 
the Lagrangian frame in which the computational mesh deforms with the material. This is an appropriate choice 
for flows with relatively small deformation, but it is of limited utility for complex, strongly shearing flows. 
One alternative is the Arbitrary Lagrangian Eulerian (ALE) approach, in which the mesh is allowed to deform 
independently of the material. ALE methods for solids are used for two purposes: (i) to avoid simulation failure 
due to mesh tangling in the Lagrangian phase or (ii) in the so-called Lagrange+remap style of Eulerian method, 
in which a Lagrangian update of the solution is mapped back onto the original mesh configuration every timestep. 
Almost all existing Eulerian methods for solids are of the Lagrange+remap variety. 

Alternatively, one can discretize directly the Eulerian frame equations, for which the material moves through 
a space-fixed mesh that is immune to mesh distortion issues. Over the last 30 years, direct Eulerian methods have 
become the standard for almost all fluid dynamics simulations. We describe how to extend this approach with high 
accuracy to the Eulerian equations for solid dynamics in which all field variables are treated consistently with 
true conservation laws. We believe that the ultimate success of related computational techniques (such as adaptive 
mesh refinement, multi-material interface modeling, etc.) is held hostage to the physical fidelity, accuracy, and 
robustness of the underlying numerical method. The method we will describe forms the foundation for accurate 
simulations that can incorporate these sophisticated simulation techniques.

Background
Existing Lagrange+remap Eulerian schemes suffer from significant and unsolved difficulties for solid 

materials. Such schemes typically treat only the fluid variables (mass density, momentum, and fluid energy) 
in conservation form; often, even the fluid energy is treated nonconservatively. Inaccuracies result from using 
hypoelastic (stress-based)1 constitutive models with nonconservative numerical algorithms for shock waves. In 
contrast, the Godunov-FD methodology we describe relies upon hyperelastic models, in which stress is

1In hypoelastic models, the stress is treated as a fundamental variable that is governed by a non-conservative rate equation. In such 
models, fundamental principles (e.g., frame-indifference and conservation of energy) can be violated. It is impossible to cast a hypo-
elastic model in conservation form because stress is not a conserved quantity.
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determined as a function of the current deformation and thermodynamic state. As discussed in the next section, 
the equations of dynamic hyperelasticity written in first-order conservation form in the Eulerian frame contain 
an intrinsic constraint involving the curl of the inverse deformation gradient. This constraint must be enforced 
in numerical solutions of this system. Very few papers on finite volume methods for this formulation, discussed 
by Kondaurov [4] and Godunov & Romenskii [2], have been published. The only (English language) published 
multi-dimensional implementation is by Miller & Colella [6]. In their scheme, this critically important constraint 
was not enforced; instead, the associated errors were diffused into the surrounding field. In contrast, the Godunov-
FD method we describe will enforce the constraint exactly. 

Subsequent to [4], these equations were considered by Plohr & Sharp [8,9], who obtained the governing 
equations for smooth and discontinuous solutions and for rate-dependent and rate-independent plasticity. The 
formulation we consider is based on their work. Trangenstein & Colella [14] analyzed the use of the gradient 
of the inverse flow map as a fundamental kinematic variable; they implemented a Godunov scheme for this 
formulation in 1D. Subsequently, Trangenstein and others published papers (see [15] and references therein) 
concerning various aspects of the conservative formulation. In [15], comparing a Lagrangian finite element 
method to a standard Godunov scheme, Trangenstein summarizes the difficulty presented by the curl constraint 
(our emphasis): 

This constraint also goes to the heart of the difference between the Godunov approach and the finite 
element approach to the equations of solid mechanics… In contrast…there is no discrete curl that 
annihilates the discrete Godunov gradient. As a result, there is no way to impose a discrete analogue 
of the curl condition in a way that is automatically consistent with the remainder of the Godunov 
difference scheme.

The Flux Distribution Method overcomes this difficulty by expanding intercell fluxes to include all neighboring 
cells, not just those that share a face with the cell being updated.

Walter et al. [16] used a spatially unsplit, two-step Lax-Wendroff scheme together with front tracking of 
material interfaces. Although the two-step Lax-Wendroff scheme did not explicitly involve the quasi-linear form 
of the equations (see the next section), the front tracking algorithm did. In that work, plane-strain Cartesian-
mesh computations of expanding and contracting shells clearly showed accumulation of a constraint-violating 
component in the inverse deformation gradient. Constraint-violation was most severe at the tracked fronts but 
also occurred in the interior of the shell. The inability to enforce the curl-free constraint led to the failure of this 
computational algorithm.

Method
The four main elements of the method are (i) the governing equations, (ii) the Flux Distribution approach for 

enforcing the intrinsic constraint, (iii) the Godunov scheme for the remainder of the numerical algorithm, and (iv) 
the constitutive model.

Governing Equations

The conservation laws for thermoelasticity can be written (see [5,9]): 

 ρ;t + (ρvj);j  = 0  mass (1)

 (ρvi );t + (ρvivj – σij
 );j  = 0  momentum (2)

 (ρe );t + (ρevj – viσ
ij

 );j  = 0  total energy (3)
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 (gα
i
 );t + (gα

j v
j);i  = 0  Eulerian continuity (4)

with the intrinsic constraint written 

                                                                 curl-free condition (5)

Here, (ρ, e, vi, σij, gα
i) are the mass density, total energy (e ≡ ε + (v·v)/2, where ε is the specific internal 

energy), velocity, Cauchy stress, and inverse deformation gradient. Lagrangian (referential) and Eulerian (spatial) 

coordinate indices are Greek and Latin, respectively, εijα
 
 is the usual permutation symbol, and det( )ijm m=  is the 

metric determinant. Partial derivatives with respect to time and xj  are indicated by ();t and  ();j , respectively2; and 
heating and body force terms are neglected. The constitutive model that closes the system is described below. 
The constraint (5) is a consequence of using both vi and gα

i as independent variables, which is done to write 
the equations as a first-order system. Both vi and gα

i are related to the motion, χ, which maps the referential 
(Lagrangian) position of a material point X to its current spatial (Eulerian) position x:  xi=χ i(X,t), with  vi  ≡  ∂xi/∂t  
and  gα

i  ≡  ∂Xα/∂xi.

As in [6], these governing equations (1)–(4) and (5) can be written as

W;t + div F(W) = 0      and       LC(W) = 0 , (6a,b)

where W and F are the vectors of conserved variables and associated fluxes, and LC  is the (linear) constraint 
operator. As noted in [6,14], (6a,b) has the form of an initial value constraint: if U satisfies (6a) and (6b) holds 
at some initial t0, then (6b) holds for all t > t0. Moreover, (6b) must be used to modify the quasi-linear form of 
the equations (which are obtained by expanding the divergence in (6a)) in order to obtain the correct Eulerian 
eigenstructure. This amounts to replacing (6a) with a modified system of the form

W;t + div F(W) = ξ(W) LC(W) , (7)

an idea that Miller & Colella [6] attribute to Godunov [2]. The new terms on the RHS of (7) are of the form    v × 
G where the vector G ≡ curl(gT) . In [6], system (7) is treated numerically as being un-constrained; instead, to 
control errors in (6b), Miller & Colella added diffusive terms proportional to curl(G) to the RHS of (7). This 
approach had some success in controlling the maximum amplitude of G. We believe that a Godunov-FD method 
can be constructed to satisfy (6b) (i.e., to satisfy (5)) to machine precision. The resulting scheme should be more 
accurate and simpler than the numerical method in [6], with no artificial diffusive terms.

Flux Distributions

The concept of Flux Distributions was introduced by Torrilhon & Fey [12] (see also [1,11,13]). They began 
with a generic transport equation, u;t + F(u,x) = 0, which contains a generic linear intrinsic constraint C such that 
C(F(u,x)) ≡  0. Consequently, C(u);t ≡  0, which implies that C(u(x,t)) ≡  0, for all x, t, when this last equality is 
satisfied at the initial time. For (1)–(5), C is the spatial curl operator, so that  curl(g );t = 0, which follows from 
taking the curl of (4). Let the vector field  u: RD→ RD be approximated on a finite volume (FV) mesh,  T = {κk, 
k=1,…,κ}, by a cell-wise constant grid function, U∈V={ω: T → RD}. The flux distribution, Φκ : V→V, attached 
to cell κ, maps  U→ Φκ(U)  such that its support is given by  supp(Φκ(U)) = {κ} U N(κ) . Here, N (κ) is the 

2 In curvilinear coordinates  ();j  indicates a covariant derivative and the form of (1)–(5) is unchanged.

(curl g)ακ =gα
i;t

   εijk
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complete neighborhood of cell κ; that is, it contains all cells that share a vertex or edge (or, in 3D, a face) with 
cell κ. The flux from cell κ to cell λ is written:  Φκ(U)|λ.  Essentially any finite volume method can be written as:

Un+1|κ = Un|κ + Σλ∈supp(Φκ)  Φλ(U
n)|κ . (8)

Note that this cell update is a sum of fluxes over the complete neighborhood of cell κ. This is a generalization 
of the usual notion of intercell fluxes, which are considered only across shared co-dimension 1 entities of the 
given cell (e.g., across edges in 2D and across faces in 3D). For a linear constraint, one can decompose the flux 
distribution as:

Φκ(U) = Σl ϕ
(l)

κ(U) Φ(l)
κ , (9)

where the ϕ(l)
κ are scalars (dependent on U) and the Φ(l)

κ are shape functions (independent of U). If a discretization 
of the constraint is written as  C_K·U ≈ C (u)|κ 

, then the discrete condition that is sufficient for local constraint 
preservation can be written as:

C_κ · Φ
(l)

λ = 0,  for all κ, λ ∈ supp(Φκ), for all l. (10)

Evaluation of (10) over a neighborhood of cell κ yields a homogeneous linear system whose nullspace 
determines a set of linearly dependent, constraint-preserving shape functions, {Φ(l)

κ}. A basis subset must be 
chosen from {Φ(l)

κ}, and the coefficients ϕ(l)
κ(U) must be determined. These quantities are specified so that (8) 

and (9) define a stable, consistent difference scheme, which is of the desired order of accuracy. Torrilhon & Fey 
[12] state that non-trivial solutions to (10) exist whenever there exist fields u (that have compact support) for 
which the analytic constraint C vanishes. The discrete constraint C_κ must be consistent with C in the sense of cell 
averages. The discretization for C_κ will determine the nullspace of (10) and, ultimately, it will determine the set 
of constraint-preserving schemes that are available for the original equation. Thus, the design of the appropriate 
discrete constraint C_κ is a critical element of this process.

Jeltsch & Torrilhon [3] consider the construction of a curl-preserving scheme for the momentum equation 
of the 2D non-linear wave system, u;t + grad p(ρ) = 0, where u is the momentum and p is the pressure. Here, the 
intrinsic constraint is: curl u = 0. The discretized constraint, C_κ , that they specify is:

curl(*)(u)|i,j = (1/2)( {ζi+1,j}y – {ζi–1,j}y )/∆x + (1/2)( {ζi,j+1}x – {ζi,j–1}x )/∆y , (11)

where {ζi,j}y , representing the y-directional average of quantity ζi,j , is defined as {ζi,j}y ≡ (1/4) (ζi,j+1 + 2 ζi,j + 
ζi,j–1); the x-directional average {ζi,j}x is defined similarly. The cell’s index is κ = (i,j) and its size is ∆x ∆y. The 
nullspace of curl(*)(u)|i,j determined by (10) is four-dimensional and, to within a constant factor, the first element 
Φ(1)

κ vanishes except in the upper right quadrant of the 3 × 3 stencil that is centered at cell κ :

Φ(1)
κ |i+1, j+1 = (∆y, ∆x)T,     Φ(1)

κ |i, j+1 = (–∆y, ∆x)T , (12)

Φ(1)
κ |i, j = (–∆y, –∆x)T,       Φ(1)

κ |i+1, j = (∆y, –∆x)T . (13)

The other three elements, Φ(2)
κ , Φ

(3)
κ , Φ

(4)
κ , are obtained by shifting  Φ(1)

κ around the cell. The nature of the 
cell flux distribution for the discrete constraint operator curl(*)  together with Φ(1)

κ 
 and Φ(2)

κ  are sketched in Figure 
1, where h ≡ max(∆x, ∆y).

Figure 1.  Discrete coefficients and corresponding flux distribution for curl preservation.

Φ Φ
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This approach differs from a classical finite volume scheme. In that case, the y-direction momentum update 
is written in terms of edge fluxes as ui,j

y,n+1 = ui,j
y,n + (∆t/∆y)(pi,j–(1/2) – pi,j+(1/2)) [0, 1]T, with edges at the half-integer 

indices. This can be cast in FD form of (8) by defining edge flux distributions (with similar terms at other edges) 
as:

Φ(class)
i,j+(1/2) |i,j = (∆t/∆y) pi,j+(1/2) [0, –1]T ,   Φ(class)

i,j+(1/2)|i,j+1 = (∆t/∆y) pi,j+(1/2) [0, 1]T . (14)

These FDs are not curl-preserving because they are not linear combinations of those in Figure 1. In contrast, the 
curl-preserving, y-direction edge FD at (i,j+1/2) is given by: 

Φ(curl-free)
i, j+(1/2) |i, j =  (∆t/(∆x∆y)) pi,j+(1/2) ( Φ

(1)
K
 |i, j + Φ(2)

K
 |i, j) / 8 . (15)

Schematics of the classical and curl-free FDs given in (14) and (15) are shown in Figure 2, where p is the edge 
flux at edge (i,j+1/2)  of the cell with index  κ = (i,j).

Godunov Scheme

Figure 2. Flux distributions for the y-momentum update in the wave equation system the indicated edge.  Left: classical FV scheme.  Right: curl-free FD approach.

For the system (1)–(5), a FD scheme would be used only in the update of the inverse deformation tensor g, 
since this quantity must obey the constraint equation. In [6], Miller and Colella provide the foundation of the 
computational method used for aspects other than the constraint. A key part this Godunov scheme is the 1D 
Riemann problem, which requires a wave analysis of the quasi-linear form of (1)–(5). For a general 1D flow:

U;t + D(U) U;x = 0 , (16)

where x = x1 is the flow direction, U ≡ [g1
1, g

2
1, g

3
1, v

1, v2, v3, ρ, η]T, with g2
2 ≡ g3

3 = 1, η is the entropy and U 
= U(x,t). The array of conserved variables, W = H(U), can be recovered by direct evaluation. The flux D is 
decomposed as D = LΛR, in which the diagonal matrix of eigenvalues Λ is flanked by the matrices of the left- 
and right-eigenvectors, L and R. Menikoff [5] gives a detailed wave analysis of (16). For a numerical solution, 
the domain is divided into space-time cells:  [xi–(1/2), xi+(1/2)] ×  [tn, tn+1]. In the 1D case, the constraint is satisfied 
automatically. The 1D solution procedure is:

a) Compute the required constitutive quantities using tn data in each cell.

b) Construct limited, high-order accurate slopes for Ui
n in each cell.

c) Use the eigenvalue decomposition of D to obtain left (L) and right (R) upwind estimates of states at 
edges at the half-timestep, UL,i–(1/2)

n+(1/2) and UR,i+(1/2)
n+(1/2).

d) Use a Riemann solver, with the states from step (c) and the corresponding conservative edge flux, to 
obtain a single half-timestep flux state at each edge. With R(·,·) denoting a Riemann solution based on 
two states, one writes

Ui+(1/2)
* = R (UL,i–(1/2)

n+(1/2), UR,i+(1/2)
n+(1/2)),       Fi+(1/2)

* = F(H(Ui+(1/2)
*)) , (17)

where F is the 1D version of the flux function from (6a).

Φ Φ
∆

∆ ∆

∆
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e) The final update is: Ui
n+1 = Ui

n – (∆tn/∆xi) ( Fi+(1/2)
*  – Fi–(1/2)

* ) .

In 2D (and 3D), a predictor-corrector approach gives a spatially-unsplit, corner-coupled scheme. An unsplit 
scheme is essential for a solid, due to directional coupling in a solid (unlike a fluid). Briefly, the 2D procedure 
(with flux vector F ≡ [F(x), F(y)]

T) is:

A) Compute the edge-centered predictor fluxes, F(x) i+(1/2),j
(p)  and  F(y) i,j+(1/2)

(p), in each direction (as in 1D).

B) Correct the predictor fluxes using the left (L) and right (R) edge states, U*, evaluated at the half-timestep 
and augmented by a quasi-linear update (e.g., as in step (c) above) in the transverse direction. Notionally, 
for the x-direction (where U* states include terms v × G from the RHS of (7)):

F(x) i+(1/2),j = F(x)( R( U*
(xL) i+(1/2),j

n+(1/2), U*
(xR) i+(1/2),j

n+(1/2) ) ) ,  where, e.g., (18)

U*
(xL) i+(1/2),j

n+(1/2) = U(xL) i+(1/2),j
n+(1/2) –  (∆tn/∆yj) (F(y) i,j+(1/2)

(p) – F(y) i,j–(1/2)
(p))/2 . (19)

There are several parts of this Godunov algorithm at which one must choose among different approaches. 
One such choice is that of the Riemann solver (RS). The RS must introduce sufficient dissipation into the overall 
scheme. This requirement, together with the computational expense of an exact RS, suggests that an approximate 
RS should be used. For the fluid Euler equations, solvers that are non-iterative or even fully linearized often 
perform adequately. The situation for solids is more difficult because (i) the equations have a more complex 
wave structure and (ii) material properties are often temperature dependent. The RS used in [6] was linearized; in 
subsequent work, Miller [7] published an exact solver applicable to (16). Under some conditions, he found errors 
in the linearized solutions related to incorrect partitioning of energy between thermal and compressional modes, 
which resulted in non-physical entropy and temperature. Between the extremes of exact and fully linearized 
solvers, various approximations can be made. 

Constitutive Model

Equations (1)–(5) are supplemented with a thermoelastic constitutive model, which closes the system of 
equations. We restrict attention to homogeneous and isotropic models. Following [5,10], let the Helmholtz free 
energy be given by ψ = ψ(E, θ), where E ≡ (1/2)(g–Tg–1 – I) is the Lagrangian large strain tensor and θ is the 
temperature. The exponents  –1  and  –T  indicate the inverse and transposed inverse, and I is the unit tensor. 
With this assumption, σ, η, and ε ≡ ψ + η θ, are computed in standard manner after the free energy function ψ 
is specified. This model is thermodynamically consistent, properly frame indifferent, and sufficiently general to 
encompass a wide range of dynamic solid material behavior.3 Plohr & Plohr [10] analyze the quasi-linear form of 
(1)–(5) under the assumption that the Cauchy stress is written as a sum of volumetric (V) and deviatoric (S) parts: 
σ = –pI + s . The corresponding energy decomposition is:

 ψ = ψV(τ,θ) + ψS(τ,E*,θ) ,            (20)

where τ ≡ ρ–1, E* ≡ (1/2) (J–2/3 g–T g–1 – I), J ≡ 1/det(g), and θ is the temperature. Exact decomposed expressions are 
obtained for p, s, and the elasticity tensors required for the solution of the Riemann problem. Exact expressions are 
also obtained under the additional assumptions of (i) material isotropy, for which ψS = ψS(τ,I*

1,I
*
2,θ), with I*

1 and 
I*

2 being the first two principal invariants of I + 2E*; and (ii) small elastic distortion, for which ||E*|| ≡ [tr(E*TE*)]1/2 
<< 1.3 Expressions accurate to O(||E*||2) are derived for the elasticity tensors and the acoustic propagation matrix, 

3 This is a valid approximation for the elasto-plastic response of metals.
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an (n is the wave propagation direction). They compare their expressions for the convective time rates  and 
with those commonly used in hypoelastic numerical schemes. In addition to recovering the terms by which the 
so-called Jaumann objective rate of s differs from its convective rate,4 they identify three other terms of equal 
magnitude that cannot be obtained in a hypoelastic formulation because g is not computed.

These findings demonstrate the need for accurate numerical methods that enforce the critical inverse 
deformation gradient constraint on the Eulerian thermoelastic equations. Our algorithm, using a Flux Distribution-
based approach, provides such a method. 

Conclusions
In this paper, we outlined a new method for the accurate integration of the Eulerian frame equations for 

hyperelastic material behavior, for which we provide the governing equations. We argued that the method of Flux 
Distributions can be used to exactly satisfy the critical zero-curl constraint on the inverse deformation gradient. 
We outlined a Godunov scheme to be used for the underlying numerical algorithm and described the hyperelastic 
constitutive model to be used. Although we do not yet have numerical results to validate our claims, we will 
present results of this program in future publications.
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Lacking a mathematical representation of material constitutive behavior, the field equations of continuum 
mechanics are an unclosed system.  When subjected to dynamic loading, material constitutive behavior is 
often influenced by the initiation and evolution of damage.  In turn, the initiation and evolution of damage 
are influenced by material constitutive behavior.  Complicating matters further is that many materials undergo 
phase change under the influence of dynamic loading.  Material response is typically nonlinear and path 
dependent, making the development of constitutive/damage models and the solution of the associated initial 
boundary value problem a nontrivial matter.  Modeling the relationship between constitutive behavior, phase 
state, and damage remains an unsolved problem and an area of active research.  Constitutive behavior is often 
framed within the context of plasticity (or viscoplasticity).  Path dependence is often approximated through 
the inclusion of a number of internal state variables.  Though explicit modeling of damage is possible, this 
approach is rarely employed.  The approach more commonly appropriated is to approximate damage through 
phenomenological homogenization of its effect.  Phase mechanics and the kinetics of phase change represent 
an area rich with opportunity for improving our predictive capability.  The papers presented in this section 
focus on these issues.  In particular, several papers are presented that deal with the constitutive behavior and 
the initiation and evolution of damage in cerium, a material that undergoes multiple phase changes under the 
influence of dynamic loading.  Atomistic and molecular dynamics is used to gain a better understanding of 
the fundamental mechanisms and processes involved in damage formation.  Issues of path dependence are 
explored through studies of the effect of preconditioning (by shock or quasi-isentropic loading) on constitutive 
behavior and damage formation/evolution, and through studies of damage followed by recompaction.

Marvin (Tony) Zocher, Los Alamos National Laboratory, Los Alamos, New Mexico, USA

The structure of grain 
boundaries in Al polycrystal in 
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Simulation of Ce ReSponSe to DynamiC loaDing

A. Petrovtsev, A. Bychenkov, V. Dremov, V. Elkin, G. Kovalenko,
D. Shalkovsky, N. Sokolova, D. Varfolomeev

All Russian Research Institute of Technical Physics (VNIITF), 456770, Snezhinsk, Chelyabinsk Region, Russia

We present the results of numerical simulations of experiments studying stress wave profiles in cerium, 
which were planned to be carried out in 2007 and 2008 at RFNC-VNIITF. Eight explosive experiments 
loading cerium with sliding and normal detonation of HE layers of different thickness and yield were 
to be conducted. The first stage of preparation to the experiments was to select the optimal setup with 
the help of numerical simulation. To validate the approach used in the numerical simulation of cerium 
behavior, several experiments conducted at Los Alamos National Laboratory (LANL) were simulated. 

Introduction 
Since Bridgman in 1927 discovered isostructural phase transition in cerium, it has been subjected to intense 

theoretical and experimental investigations. These efforts revealed a very complicated and curious phase diagram of 
cerium, which is still disputable. This is because of appearance of low-symmetric fcc- and hcp-like polymorphous 
modifications energies that are very close to each other. Complicated behavior of cerium is explained in part 
by 4f-electrons. Indeed, a number of theoretical models of 4-electron behavior in (γ–α) transition have been 
developed. Most of the models interpret the transition as Mott insulator-conductor transition and Kondo volume 
collapse. However, a generally recognized model of (γ–α) transition does not exist. 

That is why theoretical and precise experimental data on cerium thermodynamic and mechanical properties, 
polymorphous modifications of crystal structures, kinetics of stresses relaxation and features of isomorphous and 
polymorphous transitions and melting during dynamic loading are of great mutual interest at LANL and RFNC-
VNIITF. This interest was realized in laboratory-to-laboratory contract.

In compliance with the joint work plans, RFNC-VNIITF and LANL were to carry out experimental studies into 
shock-related properties of cerium by applying the techniques currently at use at RFNC-VNIITF. Eight explosive 
experiments loading cerium with sliding and normal detonation of HE of different thickness and yield were to be 
conducted. Stress-wave profiles were to be recorded with the optical lever method. For the purpose, wedge-like 
Ce samples meeting high requirements for purity, microstructure, and phase composition were produced in LANL 
and delivered to RFNC-VNIITF. 

The first stage of preparing for the experiments was to select the optimal setup of the experiments with the 
help of numerical simulation. Calculation in 1D and 2D geometry was performed with VOLNA [5] and SPRUT 
[6] hydrodynamics codes respectively.

Adjusting Models in LANL Experiments Simulation
Several experiments conducted at LANL [1,2] to study shock-wave processes in cerium were numerically 

simulated using the EOS from [1,3] and models of elastic-plastic properties and phase transformations in cerium. 
This helped to assess acceptability of the developed approach for numerical simulations on the whole and, in 
particular, the implemented physics of plastic deformation and polymorphic γ-α transformation. Comparison of 
numerical simulations to the VISAR-recorded profiles of stress waves in the cerium samples shows (Figures 1 and 
2) that cerium properties are sufficiently well described, and this proves applicability of the developed approach  
to the analysis of the strain characteristics of cerium to be expected in the experiments under preparation at 
RFNC-VNIITF. 
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Joint research into cerium properties includes experiments to be conducted by RFNC-VNIITF to measure stress 
wave profiles in the material within a wide range of wave amplitude. The first group of the experiments includes 
measurements of the wedge samples loaded with sliding detonation of HE layers having different thicknesses 
with the optical lever (OL) method. The second group of experiments includes similar experiments with samples 
loaded with normal detonation of HE layers. This group also includes experiments with samples loaded by a plate 
impact. The goal of the studies is to obtain information on kinetics of polymorphic γ-α and α-ε transformation in 
cerium and data on cerium strength within a wide strain range.

It should be noted that the research program implies sample recovery in a number of the above experiments 
for further material studies. Due to the high chemical activity of cerium, it is necessary to protect the samples 
from interaction with the environment and explosion products. For this purpose, the samples will be placed into 
air-tight capsules. Calculations will include the capsule components. 

Loading with Sliding Detonation of the HE Layer 

Problems of this type were considered in the 2-D planar geometry in the simplified statements shown in 
Figure 3. Simplified statement meant replacement of the actual wedge sample with a plane plate that significantly 
simplifies creation of a computational grid and increases simulation accuracy.

Figure 1. Stainless Steel Plate Impact Experiment. Speed of the 
sample-window interface vs time in experiment 56-05-27, 
simulations with EOS [3] (red curve) and with EOS [1] (blue 
curve) in comparison to the VISAR measurements [2]. The 
profiles are superposed at the arrival time of the elastic precursor.

Figure 2. Tungsten Plate Impact Experiment. Speed of the 
sample-window interface versus time in experiment 56-04-23, 
simulation with EOS [3] (red curve) and with EOS [1] (blue curve) 
in comparison to the VISAR measurements [1,2]. The profiles are 
superposed at the arrival time of the elastic precursor.

Figure 3.  Statement of 2D problems for numerical simulation of 
the cerium samples loaded with sliding HE layer detonation.  (1) 
HE, (2) a stainless steel lid of the air-tight capsule, (3) cerium, (4) 
detonation products. At the initial moment, normal detonation is 
initiated at the right boundary of the HE layer. Thicknesses of the 
lid hC and HE layer hHE varied. The sample in all simulations was 
h0=8 mm thick. Cerium properties were modeled with EOS [3]. The 
figure shows system with hC=2 mm and hHE=2 mm at t=3.5 μs. 
Pressure in GPa is shown by different intensities of gray color (in the 
bottom of the figure) and pressure isolines (color scale in the right 
part of the figure).

Petrovtsev, A. V. et al.
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A first series of simulations was carried out for the experiments with a thin layer of plastic HE. The simulated 
problems assumed the lid to be hC=2 and 5 mm thick and HE layer hHE=0.5, 1, 2, and 3 mm thick. 

As shown in the Figure 3, the detonation wave creates a system of compression and rarefaction waves in the 
lid and sample that move along with the detonation wave front. The sliding nature of the lid loading leads to the 
“oblique” principal wave hitting the lid-sample interface and its traveling through the sample. Since cerium is 
less rigid than steel, a rarefaction wave is reflected inward the lid. Interaction with the HE detonation-induced 
rarefaction wave forms a tension area in the lid. The interaction between the reflected rarefaction wave with the 
HE detonation products causes reflection of the compression wave backwards into the lid. That compression wave 
moves into the sample and catches up the stress wave front in the sample affecting the character of attenuation. 
The sliding model of loading makes the above incident waves “oblique,” and therefore, areas of rarefaction and 
further compression in the lid are shifted in space. Analysis of the simulations shows that at small HE thicknesses, 
a “steady” mode of the stress wave propagation in the samples is quickly reached.

The second series of problems including the systems with cerium samples loaded with sliding detonation of 
thick (hHE=10…20 mm) layers of powerful HMX-containing HE. Unlike the previously considered systems with 
the thin HE layers, these problems show that there is not enough time for cerium particle loading to reach the 
steady mode. In the right part of the sample (which is closer to the detonation initiation area), wave amplitude is 
much lower than that in the remaining part due to its faster attenuation (loading pulse is shorter) and due to lateral 
unloading. Therefore, in addition to elastic precursor and principal plastic wave (in the main part of the sample), 
the wave structure includes a phase precursor. 

Loading with Normal Detonation of HE Layer

This section discusses simulations of two groups of experiments differing by the energy of the HE layer. In the 
first group, loading is created with normal detonation of plastic HE of small thickness, hHE≈5 mm. Lid thickness hC 
of the air-tight capsule (made of stainless steel) varies in the experiments. To select optimal conditions of sample 
loading, other values of hHE are considered close to the initial one. 

In the second group of the experiments of this type, a capsule with a sample is loaded in a more intensive 
way with normal detonation of the thick layers of plastic and/or HMX-containing Because of the more powerful 
loading, wave amplitudes in the samples correspond to the liquid phase in all cases, if melting curve data from 
[4] are used. However, taking into account possible uncertainties in the melting curve position, we performed 
simulation both within the hydrodynamic model and within the elastic-plastic one. Note that because of the small 
shear component of the stress tensor and lack of elastic precursor in the wave structure in the considered range of 
wave amplitudes, simulated effect of the shear component on the wave parameters proved to be small.

Loading with a Plate-Impactor

This type of loading is of interest, since it allows simultaneous study of two modes of stress wave propagation: 
steady, where the principal plastic wave front is followed by an area of constant flow (plateau), and nonsteady, 
when the pursuit wave of unloading is directly adjacent to the front. In the nonsteady mode, stress amplitude on the 
principal stress wave front attenuates. Problem parameters (hI=3.5 mm, WI=0.8 km/s, WI=1.1 km/s) corresponded 
to the explosion-driven systems, creating minimum impactor velocity among other similar systems at RFNC-
VNIITF.

Petrovtsev, A. V. et al.
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Conclusion
Numerical simulations of a number of problems were carried out for the needs of the experiments with the 

cerium samples to be conducted at RFNC-VNIITF. Parameters of the loading systems and air-tight capsules were 
varied to obtain additional information to better define the optimal conditions for the experiments. The simulations 
show (see Figure 4) that the use of different ways of loading helps to “cover” the whole wave amplitude range of 
interest for the program of joint studies of cerium.

• Sliding detonation of a plastic HE hHE=0.5 mm. Deformation will run in the initial γ-cerium within the whole 
range of recording. Anomalous compressibility of the phase leads to an unusual two-wave (elastic precursor – 
principal plastic wave) structure of the stress wave with a smeared shock and a shock rarefaction wave within 
the unloading area.

• Sliding detonation of a plastic HE hHE=1 or 2 mm. Wave amplitudes will not exceed σmax = 5 GPa. A 
three-wave (elastic precursor - phase precursor – principal plastic wave) structure of the stress wave will be 
observed within the whole measurement range. 

• Normal detonation of a plastic HE layer hHE=3 or 5 mm. It will implement an intermediate range of wave 
amplitudes σmax = 5…12 GPa. Cerium deformation will run in the solid phase. Parameters of the elastic 
precursor and principal plastic wave can be recorded. Note that our estimates of the melting region are based 
on the evaluated (with the use of EOS [3]) locations of the Hugoniot for cerium in the phase diagram and of 
the melting curve from [4]. 

• Normal detonation of a powerful HE hHE=5 or 10 mm. It will cover a range of maximum wave amplitudes 
σmax = 8…20 GPa, which mainly fall into the liquid range. 

• Sliding detonation of the thick (hHE=10 or 20 mm) layers of powerful HE and impact with the steel plates at 
the velocity of WI=0.8 km/s or WI=1.1 km/s implement conditions for cerium deformation that fall into the 
intermediate range of wave amplitudes σmax = 8…12 GPa. Range of the wave amplitudes in these experiments 
actually reproduces the range of the wave amplitudes in the experiments with normal detonation of plastic HE 
layers. Simulations of the first of two types of experiments show the possible distortion of characteristics of 
the principal wave as it propagates in the sample because it is caught up by the perturbations resulting from 
the wave circulation in the capsule lid, perturbations being especially strong at hHE=20 mm. The experiments 
of the second type were of interest, since they can record both steady wave and transition to the nonsteady 
attenuating wave. This is important to “match” the results to be obtained at VNIITF with those recorded in 
LANL [1,2]. 

Figure 4.  Summary data on the wave amplitude vs distance in the 
problems where samples are loaded in different ways. The lid is 
hС=5 mm thick. The EOS for cerium is [3]. Lines labeled with symbols 
correspond to the sliding detonation of powerful HE hHE=10 mm (circles) 
and of plastic HE hHE=0.5, 1, or 2 mm (triangles). Solid lines correspond 
to the normal detonation of powerful HE hHE=5 or 10 mm (in red) and 
plastic HE hHE=3 or 5 mm (in blue). Green dashed lines correspond 
to the impact with a steel plate hI=3.5 mm moving at the velocity of 
WI=0.8 km/s or 1.1 km/s.

Petrovtsev, A. V. et al.
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• The range of low wave amplitudes can be extended by adding the experiment with sliding detonation of the 
plastic HE layers having thickness of hHE=3 mm for more reliable approach to the range of wave amplitudes 
created in the experiments with normal detonation of HE layers of the same yield. Another possibility for 
extending the range of wave amplitudes in the experiments of this type (sliding detonation of thin plastic HE 
layers) is related to the use of another material for the lid (for example, aluminum), the compressibility of 
which is closer to that of cerium. Such calculations were also performed.
Simulations show the possibility for the characteristics of the principal wave to be distorted because the wave 

is caught up by the perturbations formed in the lid. This perturbation, being a compression wave, is formed when 
the rarefaction wave, created when the principal wave passes through the lid-sample interface, reflects from the 
detonation products. The effect of catch-up is especially strong in the experiments with sliding detonation of 
powerful HE and with normal HE layer detonation, if the lid is thin. Numerical simulation of the experiments with 
sliding detonation of the plastic HE layers having a thickness of hHE=2 mm at the lid thickness hC=5 mm proves that 
the air-tight capsule lid can fracture. The areas of tensile stresses are created in the lid almost in all the considered 
experiments as a result of interaction of the rarefaction waves traveling from the detonation products and from the 
sample (cerium impedance is lower than that of steel). Simulations using EOS for cerium from [1] also indicate 
that the thick (hC=10 mm) lid can fracture in the case of normal detonation of the HE layers. If EOS from [3] is 
used, intensity of the lid material tension decreases significantly and macroscopic fracture is not observed.
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There has been much interest in the past in understanding the dynamic properties of phase changing 
materials. In this paper, we begin to explore the dynamic properties of the complex material of cerium. 
Cerium metal is a good candidate material to explore capabilities in determining a dynamic phase 
diagram on account of its low dynamic phase boundaries, namely, the γ−α, and α-liquid phase 
boundaries. We present a combination of experimental results with calculated results to try to understand 
the dynamic behavior of the material. Using the front surface impact technique, we performed a series of 
experiments that displayed a rarefaction shock upon release. These experiments show that the reversion 
shock stresses occur at different magnitudes, allowing us to plot out the γ−α phase boundary. Applying 
a multi-phase equation of state a broader understanding of the experimental results will be discussed. 

Introduction
Cerium is a complex material with an interesting phase diagram. Cerium exhibits anomalous melting at low 

pressure yet the dynamic melt boundary is somewhat uncertain at this time. There are seven known allotropic 
phases of cerium. The γ−α phase transition at room temperature shows an isomorphic volume collapse of 17% 
[1, 2]. This behavior has been shown to be an electronic transition [3]. It could be the only material that exhibits 
a solid-solid critical point where the isomorphic volume collapse decreases to 0%. It exhibits a complicated 
f-electron behavior. The material as it approaches the low-pressure solid-solid phase boundary exhibits a negative 
derivative of the bulk modulus with respect to pressure.

In studying cerium, we hope to validate a multi-phase equation of state with experimental evidence. It has 
been known that cerium as a result of the low pressure phase transition dynamically shows a two wave character 
indicative of the γ→α phase transition [4]. One of the co-authors here presented the framework for a multi-
phase equation of state that characterized the region between the γ and the α phases [5,6] based on some early 
thermodynamic work of Aptekar and Ponyatovskiy [7,8]. Therefore, in this paper, we show how use of the model 
combined with experiments yielded insights into this very interesting metal.

Model
The model is constructed based on the common Helmholtz free energy formation. The energy is written as a 

sum of three terms:

  F(V,T) = FC(V) + FH (V, T) + FAE(V, T) - StrT                                   (1)

where FC is the “cold” energy given by a modified Vinet et al. equation of state [9,10]; FH is the quasi-harmonic 
phonon free energy described by the Debye approximation; FAE is the joint contribution to the free energy from 
the anharmonic lattice vibrations and the thermally excited electrons; and Str is an entropy component that allows 
for entropy changes during phase transitions. On account of the character of the low pressure phase transition of 
the γ−α phase boundary, namely. the material getting softer as one approaches the phase boundary, the Aptekar-
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Ponyatovsky model was included. This model can be considered as a binary alloy model for the γ−α phases, and 
the Gibbs potential energy is written in the form: 

  Gγα = GαXα + GγXγ+GmixXαXγ+TSconf                                                                           (2)

Here Gα and Gγ are the thermodynamic potentials for the pure α and the γ phases; Gmix is a thermodynamic 
mixing potential; Sconf is the configurational entropy of the system; and T is temperature. The Gmix term is a 
function selected such that it is only dependent upon T and is given by the following:

  Gmix (T) = G0
mix[1 + θ1/T + (θ2/T)2]                                                                              (3)

where G0
mix, θ1, and θ2 are adjustable parameters which are selected that the critical point is obtained. For a more 

thorough description of the model and the variables used we refer the reader to the paper by Elkin et al. [5,6].  

Experimental Setup
We conducted a series of front-surface impact experiments. The experimental configuration consisted of a 

high-purity cerium sample backed by foam impacting an aluminum coated window. The windows were either 
lithium fluoride or z-cut sapphire. Particle velocity profiles were obtained at the cerium/window interface using 
the standard push-pull velocity interferometer system for any reflector (VISAR) system with a time resolution 
of approximately 1 ns. The wave profile data combined with measured projectile velocity and the known shock 
response of the window materials provided the stress history at the interface. 

The VISAR optical windows were well-characterized, high-purity Hemlux grade z-cut sapphire samples 
obtained from Crystal Systems. Sapphire and LiF window materials were chosen as optical windows for this 
work because of the well-characterized optical and shock wave properties. All windows were polished on both 
sides and were flat and parallel to 0.0002 in. The nominal thicknesses of the windows were 19 mm. The nominal 
density of the lithium fluoride was 2.638 g/cc, and the sapphire was 3.985 g/cc.

The cerium used for these experiments were nominally 1 mm or less. The specimens were prepared from 
starting materials having a nominal purity of 99.99 % with respect to metals. The major nonmetal impurity was 
oxygen at the 1000 ppm level. The processing steps allowed for a final grain size of approximately 50 microns. 
The samples were lapped flat to the desired thickness and mounted into the projectile.  

Results and Discussion
Four front surface impact shots were performed on cerium for this work. In Figure 1, we show two front-

surface impact shots where we observe a rarefaction shock wave upon release. For illustration purposes, these are 
representative curves for the experiments performed. The wave profiles illustrate several features that we would 
like to point out: the initial shock at t0, a steady state, an isentropic release, and a rarefaction shock. The lower 
pressure shot shows a partial elastic release of the material as well.

Using the cerium multi-phase equation of state, we calculated the release isentropes for each of the experiments 
performed using the measured stress state as a starting point. Great care was taken when developing this multi-
phase equation of state for cerium to replicate the measured bulk sound speed response of cerium through the γ−α 
phase transition. Using the Rankine-Hugoniot jump conditions and the model, we determined the temperature. 
Figure 2 shows the calculated release states for the two experiments shown in Figure 1. Following the calculated 
release isentrope, we determine the transition pressure to be the point where the minimum in the calculated bulk 
sound speed as a function of pressure occurs. The calculated temperature and pressure state where the minimum 
occurs is presented in Table 1 for all the experiments performed using the front-surface impact technique. In 

Cherne, F. J. et al.
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Figure 1.  VISAR traces for two representative experiments using the 
front-surface impact technique at velocities of 498 m/s and 921 m/s.

Table 1 and Figure 2, three of the four experiments have temperatures and pressures that fall above the solid-solid 
critical point in temperature. 

Experiment 56-08-11 used sapphire as a window material, and the measured velocity at the transition was 
very low. This could account for measured reversion stress being lower than the reported room temperature phase 
transition stress upon shocking cerium using a transmission kind of geometry(known impactor material hitting 
a cerium sample glued to a window material)[4]. All the front surface impact shots performed below the melt 
transition in cerium show a rarefaction shock. Only one of the experiments falls into the region where we expect 
to observe a volume expansion or the first order phase transitions of α→γ. The difference in shock velocity 
and sound speed variation in the material whether the material undergoes a first order or a second order phase 
transition provides for the generation of a rarefaction shock wave to be observed. This observation confirms the 
condition that a rarefaction shock will form if (d2P/dV2)s <0 [11].

Table 1. Calculated transition pressure and measured transition pressure for all of the experiments performed.

Examining the values of the measured versus predicted from the model reversion stresses, we see a remarkable 
agreement from the model and the experiment. On account of this agreement, we plot in Figure 3 a predicted 
phase diagram using the temperatures found from the calculations and the measured reversion stresses reported 
above. Future work to actually measure temperature on the phase boundary line using a transmission shot should 
be considered to better pin down the phase transition temperature. One could conceive of using a well-controlled 
heated cell over a finite temperature range experiment that would allow one to measure the transition stress 

Figure 2.  Calculated release isentropes for each of the experiments 
shown in Figure 1. 

Experiment
Measured 

Impact Stress 
(GPa)

Measured 
reversion 

stress (GPa)

Calculated 
reversion 

stress (GPa)

Calculated 
reversion 

temperature (K)

56-06-25 2.7 1.15 1.22 428

69ss-06-15 6.2 1.78 1.57 523

69ss-09-04 8.1 1.86 1.89 617

56-08-11 5.8 0.719 1.51 505
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combined with the pyrometry, although for these low temperatures making such 
temperature measurements is very difficult. Therefore, we will have to accept 
a well-characterized multi-phase equation of state as the way to infer what the 
temperatures may be across phase boundaries.

             Conclusions 
It has been long assumed that a volume expansion is necessary for the formation of a rarefaction wave. In the 

particular case of cerium where the change in volume across the phase boundary disappears although there is a 
marked minimum in the sound speed as a function of pressure, rarefaction shocks appear. Using the experimentally 
determined stresses and marching down the isentropic release, calculating sound speed shows a minimum. The 
stress state and temperature can be determined from the equation of state and, for three of the four experiments, 
shows an excellent agreement with the experimental reversion stress state. The fourth experiment, which used a 
sapphire window, has a lower reversion stress state than the measured phase transition stress starting from room 
temperature, which implies that this data point needs to be revisited.
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Figure 3.  Plot of the reversion stresses versus calculated temperature. 
The solid black line is the phase line between α and γ phases. The 

dashed lines and the symbols represent the measured reversion stress 
with the reversion temperature.
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The streak photography optical lever technique helped to obtain new data on the structure of stress 
waves in wedge samples of high-purity cerium. Data on amplitudes behind the wave front were used to 
construct cerium compressibility curves under high-rate deformation occurring in the initial γ-phase, as 
well as in the range of “γ-α” and “α-liquid” phase transformations in cerium. Wave profiles for the free 
surface velocity of samples were used to determine the spall strength of cerium (0.2–0.4GPa), which 
depends on the stress gradient in the tensile range.

Introduction
Cerium is an element that has a very complicated phase diagram [1,2]. Dynamic (shock-wave and explosive) 

experiments with the samples of metal cerium, and especially high-purity (99.99 %) cerium, are few [3-9].
The objectives of this work are as follows:

• refinement of data on compressibility of high-purity cerium under its explosive loading in the range 
of the γ-α- and α-liquid phase transformations;

• registration of wave profiles that demonstrate kinetics of high-rate deformation of cerium in the initial 
γ- phase and kinetics of the γ-α - electron phase transformation;

• determination of spall strength of cerium in the test range of longitudinal stress.

Material, Samples and Explosive Loading Conditions
For investigative purposes, one experiment used high-purity cerium (99.99%) with an initial density of 6.75 

g/cm3. Eight wedge samples (30×40×6 mm3 with 12°00′ angle) were made from special thermomechanically 
processed sheet blank with 6-mm thickness. The material had a single-phase initial structure and 100-μm size of 
equiaxed grains. The free surface of wedge samples was ground and polished, and after ionic cleaning, a 10-μm 
thin cooper layer was applied to it by the vacuum-deposition technique; then this layer was polished up to the 
required mirror state.

Four loading modes and two types of high explosives (HE) were used to create stress waves with 1 to 16 
GPa amplitudes in the samples. Samples were loaded by sliding detonation of HE placed directly on the samples 
surface, as well as by normal detonation through the steel membrane (12Kh18N10T) with a thickness of 5 to 7 
mm (Figure 1). In the case of the sliding loading, detonation propagated in the direction both from the “heel” and 
from “tip” of the sample. Plastic-bonded explosive based on PETN with a thickness of 0.7 to 5 mm, as well as 
HMX-based explosive with a thickness of 10 and 20 mm, were used.

Tarzhanov, V. I. et al.
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Figure 1.  Schematic diagrams of experiments on loading of wedge samples with (а) sliding or (b) normal detonation of HE layers of different power and thickness. 
(1) tested sample, (2) driver plate, (3) slit aperture system (scan pattern) illuminated by explosive light source, (4) layer of plastic HE, which detonates in sliding mode, (5) PETN- 

or HMX-based HE layer, which detonates in a direction orthogonal to screen-cover surface.

Recording Technique and Streak Camera Records
Time profiles of free surface velocity for wedge samples and wave velocity in them were recorded by 

the photochronographic optical lever technique [10,11]. This technique supports in each experiment 5 to 10 
analogous optical tracks with spatial and time resolution of 0.01 mm and 10 ns using an SFR-2M streak camera 
(Figures 1 and 2).

Figure 2.  Streak camera records of experiment #638 and #646. Loading: (a) normal detonation of plastic HE layer, hHE=5.0 mm,  
(b) sliding detonation of plastic HE from sample “tip”, hHE=0.99 mm. Optical lever – 30.0 mm. Film scanning rate is 3.75 mm/μs.

1-1 – elastophase precursor, 2-2 –principal plastic wave, 3 – "X"- wave.

Results and Discussion
Three-wave and single-wave structures of cerium compression were recorded in the realized range of samples 

loading.
Data on Cerium Compressibility

Cerium compression curves (Figures 3 and 4) presented in D(up)- and σхх,V/V0-coordinates are typical for 
materials with phase transformation and elastic behavior at low σхх.

The rate of elastic precursor (EP) in cerium was 2.35±0.02 km/s. Maximum and minimum rates of phase 
precursor (PP) were equal to 2.1 and 1.7 km/s at σхх

max = 0.6 and 0.8 GPa with wedge thickness of х=2.2 and 4.6 
mm. The achieved minimum velocity of plastic wave was D3

min=1.0 km/s (in laboratory coordinate system). In the 
coordinate system associated with PP, the velocity is 0.84 km/s. This velocity can be treated as an estimate of the 
space velocity of sound in heated and loose α–phase formed on the width of plastic wave front.

Dotted lines in Figure 3 present the boundaries of cerium regions, in which the single-wave, two-wave 
elastoplastic configurations, as well as three-wave configurations corresponding to the region of the mixture of 
γ- and α-phases should exist. The boundaries were determined on the condition that plastic wave velocity and 
velocity of elastic and phase precursors are equal, but in experiments, two-wave configurations were not recorded 
in region II. The reasons for their absence on the streak camera records are kinetic, and they will be discussed 
later.
Tarzhanov, V. I. et al.
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 Figure 3. D-rates of propagation of axial stress amplitude values on fronts of the three-wave and single-wave configurations in cerium vs. mass velocities u. 
(1, 2) states on elastic and phase precursors, (3) states on plastic wave. 

(I, II, III) regions of single-wave, two-wave, and tree-wave configurations.

Figure 4.  Amplitude values of axial stress σхх vs. relative specific volume V/V0.
(a) full measurement range (b) area A, enlarged.

The curve of cerium compression in coordinates σхх,V/V0 in the region σхх< 1 GPa is convex upwards. Just 
this convexity provides an increase in amplitudes of phase precursor as σхх is decreasing in the plastic wave. The 
best separation between the phase precursor and plastic wave having similar wave velocities is achieved with the 
minimum loading amplitude realized in wedge samples on the maximum wedge thickness. The phase precursor 
is capable of maximum forward running and demonstration of its profile maximum.

The data on high-purity cerium compressibility obtained at VNIITF agree well with analogous laser-
interferometric data obtained in Los-Alamos Laboratory for the metal of the same purity [7]. These data are 
characterized by a relatively small scatter of points. They agree well with the shock adiabat in the α-region and 
with isentropes in the region of the mixed γ- and α-phases from the multi-phase equation of state for cerium, 
which was derived by V. M. Elkin, et al. [8] using only static data.

The absence of specifics on the cerium-compression curve, which could be indicative of (α-ε) transformation, 
confirms the theoretic prediction [8] that this curve has no intersection with the boundary of α- and ε-phases.

Experimental points at σхх
max=14–16 GPa possibly lie near the boundary inside the cerium melting region on 

the shock adiabat and this is indirectly evidenced by sharp falloff in intensity of the light reflected from the sample 
free-surface.

Profiles of the Elastophase Precursors 

All three-wave configurations recorded in experiments contain the principle plastic wave and the merging 
elastic and phase precursors characterized by smoothly growing stress.

Tarzhanov, V. I. et al.
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Particle velocity profiles obtained from tracings of streak records for free surface velocity W(t) bear information 
on kinetics of elastic precursor, as well as on kinetics of the (γ – α) transformation and relaxation of stresses in 
cerium (Figure 5).

Figure 5. Mass velocity profiles for cerium sample in elastoplastic precursor, exp. #638(a), #636(b).  The above curve  is approximation of the maximum states on the 
phase precursor. Figures above curves show sample thickness in mm, the upper line of figures – is amplitude σхх in GPa.

The characteristic points correspondent to the maximum axial stresses in each wave of configuration are 
clearly seen as slope breaks on the profiles. The growth of phase precursor amplitude with the decrease of σхх in 
the plastic wave (also registered in [7-10]) is observed when the sample thickness increase.

The form of profiles up(t) is qualitatively consistent with the form recorded earlier [7] by VISAR technique.

It is obvious that elastic precursor profile smoothly grows up to its maximum parameters upmax
EP= 6 m/s, σхх

EP= 
0.1 GPa. In this work, absence of the two-wave elastoplastic structure of compression in streak camera records is 
associated with low growth of stresses. In the predicted region II of this structure (Figure 3), the stress growth in 
the elastic precursor turns out to be lower than in the optical lever method resolution even though the rate of the 
elastic precursor and plastic waves is almost the same and the run of the elastic wave is small.

The merging of elastic and phase precursors is explained by kinetics slowness of stress growth in elastic 
precursor, as well as by the fact that their wave velocities are almost the same. However, we succeeded in recording 
the separation of the elastic and phase precursors in the bottom range of stresses at σхх = 0.6 – 1.6 GPa and wedge 
thickness of 3.5 to 5 mm. This separation is accompanied by extraction on the phase precursor tip of the shock 
front with σхх

max=0.4 GPa (Figure 2(b)). The neighborhood of this shock front is referred to as the “X” wave. The 
reason for shock front extraction is the increase of the phase precursor amplitude and slope. 

Spall Strength of Cerium

In the tested range of axial stresses, we determined that the spall strength of cerium   turned out to be rather 
low and variable in the range   =0.2-0.4 GPa. The obtained values of spall strength agree with the data of [12]. 
Thickness of spall layers calculated from the streak camera records 
was 0.2 to 0.4 mm. The spall plates of the same thickness were 
found among the sample fragments recovered in the chamber.

Figure 6 illustrates a correlation between spall strength and the 
gradient of negative stress in the spall plane

Figure 6.  Spall strength vs. gradient of 
negative stresses in spall plane.
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Conclusions
1. The optical lever method was used to obtain new data on compressibility of high-purity cerium explosively 

loaded in the range σхх = 0.6–16 GPa with the high-rate deformation occurring in the initial γ-phase, as well 
as in the range of “γ-α” and “α-liquid” phase transformations. These data are in good agreement with the 
published results and have smaller experimental scatter. The theoretical absence of intersection between the 
shock adiabat and the line of α-ε–phase equilibrium was experimentally confirmed. At σхх=14–16 GPa, the 
optical lever method registered a sharp falloff in intensity of the light reflected from the free surface of the 
sample. This falloff can be conditioned by the shock-wave melting of cerium.

2. Registered profiles of stress waves in wedge samples of high-purity cerium demonstrate existence of one 
common elastophase precursor before the plastic wave front at σхх ≤ 7 GPA. Amplitude of this common 
complex increases up to 0.9 to 1 GPa with the decrease of loading level down to 3 to 4 GPa. Separation of 
the -α–phase and elastic precursors takes place at the bottom levels of loading (σхх= 2–3 ГПа) with the shock 
front extracted at the phase precursor tip. 

3. Spall strength of cerium determined from wave profiles for the velocity of sample free surface is rather low 
(i.e., 0.2 to 0.4 GPa). It depends on the gradient of the longitudinal stress in the tensile region. Thickness of 
the first spall is 0.2 to 0.4 mm.
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This paper examines phase transitions in cerium and titanium during shock compression using 
PVDF gauges. A two-wave structure was observed with loading pressures of 4 GPa ≤ P < 12 GPa. 
The wave structure consists of a leading isentropic compression wave followed by a shock wave. This 
wave structure was formed in cerium as a result of the isomorphic (γ-α) phase transition. Analysis of 
structures of shock wave and rarefaction wave in the range of (0.6÷3.0) GPa testifies to the fact that a 
shock wave of rarefaction is formed in the release phase in cerium. An anomaly was revealed in titanium 
under a loading pressure of ~21 GPa at the profile of plastic wave at a pressure of 11.5 GPa. The reason 
for the anomaly was the α→ω phase transition.

Introduction
For some solids, the propagation of shock waves of sufficient strength leads to phase transitions resulting in 

changes to the crystalline structure. Among the most interesting of challenges in shock wave physics is gaining a 
clear understanding of phase transitions on the short timescales (~10-7 s) of the experiment. It is of special interest 
to probe the kinetics of the phase transitions to obtain a realistic picture of the phenomenon.

In accordance with Contract #37713-000-02-35 (TO #23, #035) between VNIIEF (Russia) and Los Alamos 
National Laboratory (USA), VNIIEF researched pressure profiles, sound velocities, and temperatures for metals 
and organic and inorganic compositions, where phase transitions are possible at shock compression and release. 
This presentation includes results of the research with cerium and titanium.

Cerium has extraordinary properties in comparison with many other metals. Among the properties is existence 
of a critical point in a solid state in the isomorph transformation line (γ-α), abnormal behavior of compressibility, 
heat expansion, thermal capacity, etc. The specificity of cerium characteristics is associated with the peculiar 
changes of its electron structure at compression. A complicated phase diagram of cerium is responsible for 
formation of a multiline structure, realized both at its shock compression and at oncoming release [1].

One of the objectives of this work was experimental research of wave profiles in cerium during shock 
compression followed by release, including in the area of direct (γ-α) and reverse (α-γ) phase transitions.

The other objective of this contract is research of (α−ω) phase transition in titanium. This polymorphous 
transition was researched in the conditions of both static and dynamic pressures. Pressures of phase transition of 
titanium, which are obtained by an explosive loading method, are characterized by large scatter of experimental 
data from ∼2 to ∼12 GPa. Concentration of impurities in material and the conditions of loading of it are believed 
to be the main reasons of this scatter.

Experimental Setup
Shock compression of cerium was performed by two methods. Shock compression experiments with cerium 

were performed in the pressure range of 3.8 to 12 GPa. In both cases, electrolytic cerium with a purity of 
99.83% and densities of 6.75 g/cm3 was used. Contents of the other elements (mass %) were La (0.07%), Nd 
(0.05%), Fe (0.02%).

Borisenok, V. A. et al.
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In the pressure range of 3.8 to 12 GPa, HE-based generators of shock waves were used. The sample was 
placed between a multilayer screen and a disk made of fluoroplastic 10 mm thick, and it was loaded by a plane-
wave device. A PVDF gauge (piezopolymer gauge of pressure) 20 µm thick and an operational zone area of 4 
mm2 was placed at the sample-fluoroplastic interface. A shock wave was formed in the screen by the action of  
TNT explosion products (loading was through an air gap of 5 mm). The gauge signal was recorded by digital 
oscilloscope TDS 5052. Electric charge density dependence generated by the gauge as a function of time was 
determined from current integration. Then, using the characteristic amplitude, we determined pressure as a 
function of time, P(t).

At pressures lower than 3 GPa, the experiments with cerium were performed with use of a ballistic facility 
based on a light-gas gun. Helium is used as a working gas in the gun. The facility is equipped with a laser device 
intended for shell velocity measurement and an equipment complex intended for the technique of PVDF gauge.

Tests with shock compression of titanium were performed in pressure range of 10.5 to 26.2 GPa. Technically 
pure titanium of the type VT1-0 (99.3 weight% Ti) was used. To study wave structures in titanium samples, we 
used a set of explosive generators of shock waves.

The applicability of PVDF gauges in studying phase transitions in metals was proven by performing calibration 
experiments with samples of iron [2]. Using a similar experimental setup at a loading pressure ~28 GPa, the shock 
wave was measured in iron. The wave structure of this system and the profiles of the resultant shock waves were 
in agreement with data obtained using laser interferometry [3].

Experimental Results
Cerium

As an example, Figure 1 shows the results of explosive experiment with cerium at peak loading pressure of 
3.8 GPa. From the figure, it is apparent that when loading a sample with a pressure profile that is approximately step 
function in nature (initial time dependence 
of the pressure (a) from zero to ti where ti 
is ~1.5 µs), a multi-wave pressure pulse is 
formed in the sample. This pulse consists 
of a gradually increasing “nose” followed 
by a shock wave. Several experiments 
conducted at different levels of pressure 
reveal that the nose duration decreases 
with increasing pressure. At shock wave 
pressures greater than ~12 GPa in cerium, 
the nose disappears. 

Figure 2 shows the initial parts of the 
pressure-time dependencies recorded in 
all experiments, with tests conducted at a 
variety of loading pressures. Each curve is 
the result of a separate measurement. 

The authors of [1] created a thermodynamically complete two-phase equation of state for cerium describing its 
dynamic compression. Using this equation of state, and accounting for the (γ - α) phase transition, the authors of 
[1] analyzed possible wave structures that occur during the dynamic compression of cerium, the authors suggested 
that cerium compression occurs isentropically without the formation of a shock wave in the pressure regime up 
to the completion of the (γ-α) transition. At greater pressures, a two-wave configuration is formed in cerium. 

Figure 1.  Results of experiment at 
pressure of 3.8 GPa is the pressure in the 

cerium sample.

Figure 2.  Initial parts of the pressure 
profile in cerium under various loading 
conditions ranging from 3.8 to 12 GPa.
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This configuration consists of a leading isentropic compression wave that is followed by a shock wave. The 
experiments presented here show similar behavior. It was also mentioned in [1] that the (α - ε) phase transition 
may occur at pressures of 6 to 10 GPa. 

The pressure where the phase transition is completed and is determined as the “joint point” between the nose 
and the plastic wave as depicted in Figure l.

In experiments with samples of various thicknesses and a minimum loading pressure of ~4 GPa, the phase 
transition pressure is found to be 1.0 to 1.2 GPa, which is in good agreement with static measurements [4]. With 
increasing loading intensity, the pressure of the “joint point” drops depending on its intensity.

Figure 3 presents pressure profiles recorded in the explosive 
experiments (at loading pressure of 3.8 to 4.1 GPa) and in the “gun” 
experiments. Comparison of them shows that the initial parts of the 
profiles are actually coinciding at impactor velocities v≥ 170 m/s 
(Figure 3).

It points to the fact that phase transition occurs at this loading, 
however, it has incomplete character at impactor velocities up to 
v=480 m/s, which are used in the experiments. As a result, the material is 
a mixture of the γ and α phases. It determines its anomalous properties. 
In particular, a shock wave of rarefaction is formed in the release phase.

Titanium

Pressure profiles were measured by PVDF gauge in the range of 10 to 26.2 GPa. The P(t) relations, which 
were obtained under loading pressure of 10 GPa, have no peculiarities testifying to phase transition. A five times 
increase of sample thickness (from 4 to 20 mm) only increases the duration of the front part of the P(t) relation. 
Therefore, our results do not confirm the conclusions from [5] that phase transition occurs in VT1-0 at pressures 
of 6 to 10 GPa.  

For clarity, results of the tests at various pressures are presented in Figure 4. The supposition can be made 
that a weak anomaly is formed at pressure profiles at P≅21 GPa due to the α→ω phase transition. In this case, 
the obtained result is in agreement with data from [6,7]. The reason for the weak anomaly is that the α→ω phase 
transition in titanium is accompanied by an insignificant reduction of volume (∼1.2%).

Figure 4. Results of tests with titanium.

Figure 3.  Pressure profiles recorded in explosive (1) and “gun” 
experiments with targets having thicknesses of 3 mm and 

various velocities of shell: (2) 480 м/с; (3) 319 м/с; (4) 260 м/с; 
(5) 169 м/с; (6) 44 м/с.
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Conclusions 
In the researches of phase transitions in cerium by PVDF gauge, a two-wave structure was recorded. It 

consisted of the head wave of isentropic compression followed by a shock wave. This structure is formed as 
a result of isomorphic (γ-α) phase transition in the loading pressure range of 4 GPa ≤ р < 12 GPa. Analysis of 
pressure profiles in the range of (0.6 to 3.0) GPa testifies that the (γ-α) phase transition occurs in cerium. It is 
revealed that a shock wave of rarefaction is formed in the release phase in cerium.

In titanium, if loading pressure is ∼21 GPa, a weak anomaly takes place at the profile of plastic wave at a 
pressure of 11.5 GPa. The anomaly can be associated with the α→ω phase transition. This phenomenon is not 
observed at lower and higher loading pressures.
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The influence of crystal microstructure on nucleation kinetics of pores and the spall strength value is 
discussed. The comparison of molecular dynamics simulation data on single crystal Al without defects 
and with dislocation subsystem is presented. The influence of grain boundary amorphization at elevated 
temperatures on fracture of polycrystals is analyzed.

Introduction
The shock-wave experiments reveal different influences of temperature on spall strength, depending on 

material microstructure. The behavior of crystals near the melting temperature is especially interesting [1]. The 
melting curve can be crossed during unloading. One can expect a sharp decrease of tensile strength, since fast 
growth of the melted region should lead to plastic deformation and fracture of the surrounding crystal. As a result, 
the melting curve should describe melting thresholds that limit material strength at the high-temperature range. 
However, the experimental data [1] on polycrystalline aluminum revealed that reduction of the spall strength 
takes place substantially earlier melting line. Also, the reduction of strength is not observed for single crystals, 
and quite to the contrary, overheating of the crystals is possible.

The paper is devoted to the study of the effect in aluminum of using direct molecular dynamics. A single 
crystal with different defects (dislocations, stacking faults, voids) and a polycrystal are modeled. The main model 
is hydrostatic deformation with constant strain rate, corresponding to stretching in rarefaction waves. Hydrostatic 
tension is applied because of the presence of defects that provide relaxation of the deviator stresses due to the 
plastic deformation [2]. The tension (and the compression) is modeled by the scaling of atom coordinates on each 
computation step. Periodic boundary conditions are applied on the simulation box. Two different parameterizations 
of the embedded atom potential are used [3,4,5]. The number of atoms in the system varies from 200 thousand to 
3 million. The modeling was done using LAMMPS package [6]. The centro-symmetry parameter [7] combined 
with calculation of the coordination number is used to analyze defects.

Dislocation Subsystem
Dislocation loops and stacking faults were produced in the system via a uniaxial compression and a subsequent 

relaxation to zero stresses and given temperature. It models a formation of defects of such kind during a propagation 
of a compression pulse and its reflection from free boundaries of a sample under shock wave loading. Several 
slip planes are activated during uniaxial compression and numerous intersecting dislocation loops arise. Similar 

Figure 1.  Uniform stretching of aluminum single crystal with dislocations. Strain rate equals to 108 s-1. Only atoms of defects are shown.
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dislocation structures are observed in molecular dynamic simulations of the shock wave loading with the use of 
“projectile-target” model [8,910]. The number and size of the defects decrease significantly during relaxation of 
the system to zero stresses. Remnant defects are vacancies, stacking faults, and dislocation loops (Figure1a).

The spall strength of the system is determined as a maximal stress achieved in a process of uniform triaxial 
stretching. The computation time lies between 102 ps and 104 ps, depending on the stretching rate. The motion of 
dislocations and growth of the stacking fault regions are observed at the stage of a triaxial uniform tension, while 
the value of deviatoric stresses does not exceed 10 MPa in the simulations with both forms of the potential [3,4]. 
It is not enough for a dislocation motion, hence relatively large local stress is achieved in the crystal.

When a critical value of stress is achieved during stretching, the 
nucleation of voids starts near stacking faults and their intersections 
(Figure 1b, 1c). A certain amorphization is observed around voids, 
while the voids’ shape is close to octahedron. Hence both mechanism 
of a void growth are manifested: viscous and dislocation-mediated. The 
void growth rate changes slightly with the strain rate. Values of the spall 
strength turn out to be similar for two parametrizations of the embedded 
atom potential [3,4].

Estimates of the spall strength for different strain rates are shown in 
Figure 2. The data on molecular dynamic simulations for a single crystal 
without defects (hydrostatic stretching of the system with 1 million 
atom, potential [4] is involved) are presented by point 3 on Figure 2. A 
constant temperature T = 100 K is kept in all the simulations performed. 
Considerable reduction of the spall strength is observed for crystal with 
dislocation subsystem in comparison with defect-less single crystal. It 
is also seen that the dependence of spall strength on strain rate is much 
stronger in case of crystal with defects and the slope of the corresponding 
curve is close to the experimental data (point 4 on Figure 2) from the 
shock wave tests [1]. Similar behavior is observed for polycrystals: 
voids nucleate on the defect structure of the grain boundaries, and the 
dependence of spall strength on strain rate is strong.

Polycrystals

Two models of polycrystal are studied: bicrystal and polycrystal (3D set of grains with different orientations). 
Polycrystal with many grains is created with the help of Voronoi constructions and subsequent relaxation. Bicrystal 
consisting of two grains is used for study of the fracture along grain boundaries.

Figure 3 shows a thermodynamic paths of deformation on the phase diagram of aluminum. There is a 
considerable difference between behavior of the single crystal and the polycrystal near melting curve. Considerable 
overheating is observed in the case of single crystal even in the presence of stacking faults, dislocations, and voids 
(Figure 3, lines 1 and 3). Although melting starts on the junctions of stacking faults before formation of voids, the 
fraction of melt is small. The growth of relatively large void under tension starts via emission of dislocation loops 
and melting takes place along with the growth. The volume of the melt in the latter case depends on the strain rate.

No superheating is reached in the case of hydrostatic stretching of polycrystal (Figure 3, line 2). The stress 
relaxation due to grain melting prevents from it. The melting curve is shifted considerably for small grains due to 

Figure 2. The dependence of spall strength on 
strain rate. Estimates from the molecular dynamics 
simulations of hydrostatic stretching at T = 100 K: (1) 
defect-less single crystal, potential [3]; (2,3) model with 
defects, potentials [3,4] respectively; (4) experimental 
results [1].
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additional surface energy, but this effect is too small for the experimental 
samples (size of grains is about 1 μm). Also, the amorphization of grain 
boundaries takes place due to their defect structure (Figure 4). The width 
of amorphous (intergranular) layer reaches 1.5 nm near the melting 
curve, the viscosity of substance in it is close to liquid. Such a behavior 
is size independent and has fast kinetics (~10 to 100 ps), so it is valid for 
experimental samples. However, large stresses are needed for spontaneous 
void nucleation formed in the liquid; hence, corresponding tensile strength 

is above the melting curve, contrary to the experimental data. The stability of polycrystals observed in MD 
simulations is connected to the stability of liquid under tension. It is unlikely that spontaneous nucleation of voids 
in the amorphous grain boundary layer takes place in experiments, since the volume of liquid is small and stresses 
are low. 

Gaseous voids or microcracks can be supposed to exist in the initial polycrystal structure due to various 
impurities. The formation of the liquid layer in this case induces the void growth along grain boundaries and leads 
to a decrease of the spall strength.

Molecular dynamics simulations of bicrystal are carried out to demonstrate this effect (Figure 5). At first, 
bicrystal is relaxed at a fixed temperature and pressure. The microcrack along grain boundary is created by the 
removal of a number of atoms. The critical pressure for growth of a crack along grain boundary is relatively small 
and limits the tensile strength of polycrystal, as shown in Figure 3. One can see that the critical pressure drops 
when the state of the system crosses the melting line, similar to the experimental dependence.

Figure 4. The structure of grain boundaries in Al polycrystal in equilibrium at zero pressure and different temperatures T: (a) 500 K; (b) 700 K; (c) 800 K.

Figure 5. Void growth along grain boundary in Al bicrystal T = 700 K, P = -2.3 GPa. Several timesteps are presented: (a) 0 ps; (b) 10 ps; (c) 20 ps.

Figure 3.  Phase diagram of Al and thermodynamic paths of stretching at constant strain rate 108 s−1 for three 
microstructures: a single crystal with dislocations (1), a polycrystal (2), and a single crystal with a void (3). 
The dashed line (4) is the melting curve for this potential. The crosses (5) are the critical stress values for crack 
propagation in the bicrystal model.

Zhilyaev, P. A. et al.
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Conclusions 
The following effects are observed for single crystal with defects:

• the spall strength decreases in comparison with defectless crystal, 
• the dependence of spall strength on strain rate is stronger than in defectless crystal,
• spallation occurs when the state of the system lies beyond melting curve. 

The following effects are observed for  polycrystals:
• the grain boundaries amorphization takes place before melting and initiates the spallation and
• amorphization promotes void growth along grain boundaries.
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Introduction
To develop a wide range models of shear and spalling strength for metals with varying crystalline structure, 

one has to know their mechanical properties in various stress-strain states. The response of metals to shear and 
tensile stress is governed by a number of parameters such as deformation εI, pressure P, temperature T, strain rate 

, deformation history, grain size, dislocation density, etc., the effect of which depend on the zone of stress-strain 
state.

In this paper, simulation and experimental studies on the effect of the preliminary loading on the response of 
materials to shear and tensile stress are presented. Metals are discussed that have two types of crystalline lattices 
and various initial grain size bcc (M1 annealed copper, grain size ~110 µm and ~0.5 µm) and fcc (TVC tantalum, 
grain size ~80 µm and ~1 µm).

Material and Experimental Procedure

The materials studied are M1 copper in the form of hot-rolled bars with a grain size of d=110 µm and TVC 
tantalum with grain of d=80 µm. Fine grained (FG) copper and tantalum have been manufactured by a forging 
process [1].

The shock wave or quasi-isentropic loading of the samples is done either by impeding the freely flying 
plate, that is, a flyer made of the same materials (Figure 1a), or using an explosive charge (Figure 1b) at normal 
temperature or in liquid nitrogen. Loading parameters are as follow: 

Shock wave loading:    
Quasi-isentropic loading:   

                  (a)      (b)

Figure 1.  Sample loading by a flat shock wave (a) and a quasi-isentropic compression wave (b).

Ignatova, O. N. et al.
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In all the experiments, the specimens are kept for further analysis and study of mechanical properties.
The microstructure of the deformed and recovered specimens is studied using optical, scanning electron 

(SEM), and transmission electron microscopy (TEM). The quantitative microstructure analysis is carried out 
using secants. The mechanical properties (shear and spall strength) of the samples preloaded are measured at 
static and dynamic stress using various techniques.

Results of Metallographic Studies
Typical pattern of twin structure in polycrystalline copper and tantalum are shown in Figure 2. The twins 

in copper with large grain size are found to form at a lower critical pressure in the shock wave. In copper, for 
instance, monocrystals are loaded perpendicular to the crystallographic plane (001), twins are formed in the shock 
wave at pressure P > 20 GPа, in polycrystalline copper with d = 110 µm at P > 27 GPа, and with the grain size     
d = 30 µm at P > 40 GPа. In FG copper with d = 0.5 µm, twins are not found in the shock wave at pressures up 
to 50 GPа [2].

Figure 2.  Twin structure in polycrystalline copper (a, b) and tantalum (c) formed after shock-wave loading at 
room temperature.

In the copper specimen, stripes viewed through an optic microscope after shock wave loading are shown as 
“twin packets” aligned parallel with thickness ∼0.1 ÷ 0.2 µm, and a length of 50 µm (depending on the grain 
size) (Figure 2(а), (b)). When the twins are subjected to quasi-isentropic loading, and when the strain rate is low 

 , their density is rather ≥ 10%, and they do not group in wide “twin packets” [3]. With the increase in 
strain rate up to , whether the twins are formation of “twin packets” at high strain rates is still unclear.

In a microcrystalline tantalum, at a given regime of loading, some stripes of localized shear of double behavior 
are observed. The volume share of the stripes as such is less than that in copper samples shocked under similar 
conditions. The liner dependence between the quantity of twins and shock wave (SW) time is observed in copper 
as well as in tantalum. As the initial temperature of the metals decreases to that of liquid nitrogen, the threshold 
value of the shock wave that induces the heterogeneous deformation on decreases.

Measurement of Dislocations
Application of various versions of X-ray diffraction methods has made it possible based on the profile of the 

diffraction lines to measure the change in dislocation density as a function of pressure for the samples recovered 
after shock wave loading. Initial dislocation density in FG copper is ρ0·=1.8⋅1011 sm-2, being on the order of three 
times higher than that in the initial annealed microcrystalline state ρ0·~108 sm-2.

The experimental results are illustrated in Figure 3, where the dislocation density is plotted as deformation. 
Total deformation at SW loading is calculated based on the metal compressed.

Ignatova, O. N. et al.
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Figure 3.  Dislocation density in copper (1, 2) and tantalum (3) with different grain size as function of deformation: (1) FG 
copper, (2) CG copper, (3) CG tantalum.

As Figure 3 shows, the SW loading generates in copper a higher dislocation density than it does on the 
quasi-static one. In FG copper with the highest initial dislocation density, the latter increases by a factor of two 
at the loading pressure of 30 to 50 GPa. Then the density drops up to the initial macrocrystalline state being most 
probably connected to the annealing of defects at adiabatic heating caused by SW compression. When tantalum is 
shock loaded at , the dislocation density increases from 6⋅109 sm-2 to (2.5÷3)⋅1010 sm-2, that is as low 
as 4÷5 time. The noticeable difference of the tantalum and copper microstructure response to shock wave loading 
as such is associated with the difference in their crystal structure.

Shear Strength before and after SW Loading 
Static experiments with the samples at room temperature are performed at the standard testing machine 

«INSTRON» 1185 equipped with an А0706-П798 at strain rate 1.3⋅10-3с-1. Figure 4(a), (b) illustrates σ-ε diagrams 
of static and dynamic compression for macrocrystalline and FG copper and tantalum in the initial state at room 
temperature and after SW loading with different intensity. The diagrams have been constructed in terms of the 
total deformation stored during the SW loading.

        (a)                                (b)

Figure 4.  σ-ε diagrams of static compression of FG and CG copper (a) and tantalum (b) at normal temperature before and 
after SW loading with different intensity: (1) FG in initial state, (2-5) FG copper, σХ~25 to 75 GPа; (6) CG copper in initial state, 

(7-10) CG copper after SW loading 75 to 25 GPа.

Ignatova, O. N. et al.
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Static diagrams suggest that the decrease in grain size in copper up to 0.5 μm results increase of the nominal 
yield stress by a factor of five-six. Preliminary SW loading of FG copper up to pressure of ~25 to 55 GPа, within 
the experimental error, has caused no changes in strength. As the intensity of the shock wave increases up from  
~55 to 75 GPа, the strength characteristics decrease to the state of a coarse scaled copper. Similar results have 
been obtained using Taylor method.

The decrease in the grain size in tantalum up to ~1 μm does not lead to a significant increase in the normal 
yield strength both in static and dynamic loading.

Continuous registration of the velocity traveling W(t) of the free real surface of the specimens is done using 
VISAR (laser Doppler speedometer) with a time resolution of ~1 ns and space resolution of ~0.1 mm2. Shock 
wave pulses in copper samples are generated via impingement with flat aluminum (AD1) flyers accelerated by 
special explosive devises up to 550 to 790 m/s, for tantalum samples the flyer velocity, 1250 m/s. The relation 
between the thickness of the flyers and samples in the experiments performed is ~1:5, which allows to generated a 
triangular compression pulse on the sample end. Figure 5(a) shows the measured rate profiles for the free surface 
of copper in the initial CG state, FG state and after preliminary shock wave, and quasi-isentropic loading.

        (a)                                (b)

Figure 5.  Velocity profiles for the free surface of copper (a) and tantalum (b) 1 initial sample, 2 FG copper, 3 after y QI 
loading, 4 after SW loading.

Thus, the preliminary exposure of copper to a shock or a quasi-isentropic compression wave leads to an 
increase in its elastic predecessor by a factor of about three. Figure 5(b) illustrates the measured profiles for the 
velocity of the free surface of the CG and FG tantalum. The decrease in the tantalum grain size up to 1 μm has not 
resulted in the growth of the elastic predecessor.

Spallation in Copper
The process of generation and evaluation of failure (or spallation) has been studied using two methods:

•    metallographic measurement of the spallation zone in recovered samples and finding the correlation 
between the damage amount and the loading history;

•    examination of the unloading wave structure after the sample explosive to shock wave.
Loading pulses in the samples of interest (h=4.5 mm) are generated by the impact of a plate of the same 

material (copper, h=2 mm). Tensile stress and failure in the sample are formed when the sample is unloaded to 
a flouroplastic material. To determine the spallation parameters, a set of experiments at a gradual increase in 
the impact velocity W=130÷180 m/s has been performed with three types of copper: in the initial state, after 
preliminary shock wave, and quasi-isentropic loading. 

Following the experiments, the recovered samples were cross-sectioned and given microstructural analysis 
to evaluate the failure as a function of the flyer velocity. Figure 6 is images of the sample microstructure after 
loading and measure of damage. After exposure to shock wave with the intensity ~32 GPа, the damage generation 
threshold in copper changes.

Ignatova, O. N. et al.
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The other method to determine the spallation parameters is based on measuring the velocity profile of the 
free surface of the sample. The velocities of the free surface for all the copper versions exported to a shock wave 
with an intensity of 6 to 9 GPа have been measured using VISAR. The spallation of M1 copper for samples with 
different initial structure is shown to increase as the deformation rate grows in the range of 104 s-1 to 106 s-1.

Figure 6.  Microsection for copper loaded to initial state (a) after SW, (b) and QI, (c) loading.

Conclusion
The studies performed support the following conclusions. The preliminary SW and QI loading significantly 

affect the microstructure and mechanical properties in coarse scale bcc metals: one observes a large of microtwins, 
an increase in dislocation compactness by a factor of three, a five to six fold increase of the nominal yield stress, 
and the enhancement of ~20% of the metal response to tensile stress. Under the action of SW of more than 60 
GPа, the copper sample undergoes annealing that results in recovery of mechanical properties to their original 
state. The preliminary SW loading of fcc metals slightly changes their internal microstructure and dislocation 
density. Variation in tantalum grain size up to 1 µm does not lead to the improvement of its mechanical properties. 
The data obtained are used to develop a wide range models of shear and spalling strength of bcc and fcc metals.
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A series of experiments has been performed to study spall fracture and subsequent compaction in 
natural uranium under shock wave loading. The damage level of recovered samples has been estimated 
by metallographic analysis. Numerical simulation of these experiments has allowed verification of a 
simple compaction model.

Introduction
Nucleation and growth of defects of different form and size inside a solid under pulse tensile stresses means 

disturbance of its solidity, and it is necessary to consider it as a damaged matter, respectively. A very limited 
number of works are devoted to studying the behavior of such matter, and most of them are of a theoretical 
character [1,2,3]. Experimental research in this area is concentrated on the study of compression of porous 
mediums, imitating the damaged matter as a first approximation, by weak shock waves [4,5]. The advantage of 
considering the damaged matter as porous (with matchable level of porosity α) and single-phase medium is a 
significant simplification of analytical expressions, used for its determining. At the same time, this approach could 
be inadequate, if take into account the complexity of damage growth process. 

This work presents the experiments on spall fracture and subsequent compaction of damage in natural uranium, 
performed at IFV RFNC-VNIIEF, and results of compaction model verification, based on these data.

Tests and Simulation Set-ups
Test assembly for each experiment contained three samples of natural coarse-crystalline uranium. Shock 

wave loading has been made by uranium liner, accelerated by HE charge explosion to the velocity Wimp~1.2 km/s 
(Figure 1).

1 – multipoint initiating system; 2 – plastic HE; 3 – main HE charge (ΔHE = 10 mm, h= 24 mm – test #1; 
ΔHE = 13 mm, h= 14mm – test #2; ΔHE = 14mm, h= 10mm – test #3); 4 – liner;  5 – frame (PMMA); 6 – gap; 7-9 – saving 

rings; 10-12 – samples; 13 – support; 14 – manganin gauges (D1-D4).

Figure 1.  Set-up of experiments.

Tyupanova, O. A. et al.
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After impact, the nonstationary shock wave with amplitude of σH~40 GPa at the entrance of upper sample 
propagates into the assembly. There is a gap of ~500 µm thickness between upper and middle samples. When 
the nonstationary shock wave reflects from the rear free surface of the upper sample, tensile stresses arise in it, 
leading to the formation of a damaged zone [6]. Closing this gap results in propagation of a shock wave back 
to the upper sample affecting the zone of damage formed at this moment. Only a part of this damage zone is 
influenced by this wave due to its intensive attenuation.

The peculiarity of the experiments described is that the damage zone is subjected to compaction by two 
compression waves. The second wave arises due to prolonged action of explosion products onto the liner and, 
subsequently, onto the damage zone inside the upper sample from the loading surface side. The influence of this 
compaction wave onto the final state of damaged samples has been studied by variation of the liner flight distance 
(h= 24, 14, and 10 mm, see Figure 1), keeping the impact velocity constant. According to a specialized series of 
simulations, the pressure of explosion products onto the liner drops significantly while increasing this distance, 
and in the case of h=24 mm the amplitude of second compression wave is not enough to recollect the damage. 
Calculated histories of pressure at the loading surface of the liner, obtained under numerical simulation of loading 
device and taken into account under simulation of experimental assembly to determine the compaction model’s 
parameters, are presented in Figure 2. 

Figure 2.  Calculated pressures on the liners’ surface contacting with explosion products (time 
count is from impact moment). 

Therefore, the post-shot state of upper samples in each test is the result of the consecutive effect of intensive 
shock wave, tensile stresses, which are enough for damage nucleation and growth, and two waves of compression 
(compaction). The amplitude of the first compression wave is adjusted by the gap thickness of the second one—by 
the distance between the liner and upper sample at the initial position. Manganin gauges have been used to check 
the stress-strain state in the assemblies. The samples were recovered and analyzed metallographically to reveal 
the microstructure, and the level and character of damage as well, using optical microscopes.1

Numerical analysis of the described experiments has been performed by Lagrangian code UP [7]. All the 
materials of experimental assemblies (except fluoroplastic) have been considered as elastic-viscous-plastic 
mediums with spherical part of stress tensor in Mie-Gruneisen form with variable Gruneisen coefficient Гр. The 
phenomenological model of elastic-plastic deformation of relaxational medium (RING model [8]) has been used 
to simulate high-rate deformation. Fluoroplastic foam has been considered in hydrodynamic approximation. 

1 Threshold pressure of heterogeneous deformation of natural uranium has been determined in middle samples. The value of this threshold is determined 
as ~20 GPa. Spall fracture of different levels has been studied in lower samples by placing “soft” supports of different matter (fluoroplastic foam, alu-
minum, copper). These results are the subject of separate research and are not presented here. 
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Kinetics of damage growth in materials under pulse tensile stresses has been simulated by two-stage kinetic 
model of NAG type, supposing viscous character of spall fracture [9,10]. 

The following model of damaged matter compaction has been verified here [11]:

                                                                                                 ,      (1)
where Pcomp is the pressure of full compaction and ω0 is the limit of damage, below which the damaged material 
begins to demonstrate strength for compression. It means that a cell is compressing without any resistance while 
the damage in it is over the value ω0. Model (1) is simple, but has a disadvantage: it does not take into account 
the compaction kinetics.

Results and Discussion
Manganin gauges have allowed verification of the adequacy of numerical codes, constitutive equations, and 

fracture models, and their parameters have also been used for numerical simulation. This is concluded from an 
adequate simulation of amplitude and time characteristics of P(t) dependencies recorded in these experiments 
(Figure 3). 

A photo of typical post-shot macrostructure of natural uranium is presented in Figure 4 (test #3, h=10 mm). 
Regions of changed structure, which can be seen even under low magnification (see Figure 4), are considered as 
zones of recollected (compacted) damage. The discreteness of these recollected damage zones along the diameter 
of the sample (X axis) is supposed to be caused by nonconstant thickness of the gap between samples (the gap was 
linear, Δgap = 360 µm for X=0 mm and Δgap = 360 µm for X=50mm). Such nonmonotonic distribution of damage 
along the diameter has been also obtained for copper in [6] for the same test set-up. Figure 4 also shows the frame 
of axis X-Y, according to which a position of damage and compaction zones has been determined at the cross 
section. Figure 5 illustrates the peculiarities of sample microstructure in a specific section in the X axis from the 
loading surface (Y=9 mm) to the rear one (Y=0 mm). Such photos have been used to quantify the damage ω level 
in the samples, which is determined as the ratio of volume of defects to the whole volume of substance. Different 
levels of damage have been detected in the samples from 0 to ω~0.10.

(а) Gauges between middle and lower 
samples

(b) Gauges between lower sample and 
support (Al)

Figure 3.  Comparison of experimental and calculated curves P(t) (test #2).

Tyupanova, O. A. et al.
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Figure 4.  Macrostructure of cross-section for test #3 sample (loading was from upwards, magnification ×2.5).

Analyzing the damage distributions along the sample thickness, obtained after metallographic analysis and 
presented in Figure 6, we can mark out two zones of material continuity disturbance. One of them with maximum 
ω, positioned near coordinate Y ~ 4 mm from the rear surface, is a result of the influence of a compaction wave 
from closing of the gap, onto the damage grown to this moment. As one can see from Figure 6, the level of final 
damage in this zone does not change in these tests and is a value of 4%.

The second zone with maximum damage, located in coordinate Y ~ 3.1-3.2 mm, is determined by amplitude of 
second compression wave, which recollects the damage from loading surface (due to explosion products effect). 
Figure 6 witnesses that the final level of damage in this zone increases from zero one (Figure 6c, h=10 mm) to up 
to ω~ 10% (Figure 6a, h=24mm) while the liner flight distance increases and, consequently, explosion product 
pressure decreases. 

The results of the present work gave an opportunity to verify the parameters of compaction model (1). Figure 
6 shows the comparison of experimental and calculated distributions of damage ω obtained with the values of 
these parameters, which allow us to simulate the observed phenomena correctly: Pcomp = 3 GPa, ω0 = 0.256. As a 
whole, one can see a satisfactory agreement between simulation and experiment by position of damage zones. At 
the same time, there is no quite correct quantitative description of ω distributions by simulation.

Figure 5. Photo of microstructure of test #1 sample from loading to rear surface (Х=25 mm, 
Y=9 ÷ 0 mm) (without etching, the photo is sliced into two parts).

Tyupanova, O. A. et al.
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Figure 6. Comparison of calculated and experimental distributions of damage ω along the sample 
thickness in the central section (Х=25 mm).

Conclusion
Numerical analysis of the performed series of experiments and metallographic study of the recovered samples 

allowed verification of the parameters for a model of damaged matter compaction developed at VNIIEF for 
natural uranium. At the same time, we did not achieve a full simulation of experimental results, namely, the 
amplitude of final damage distribution in the samples under study. The results indicate a significant complexity 
of the processes of growth and compaction of damage in heterogeneous materials, which are not subordinated to 
models developed for an isotropic medium.

Tyupanova, O. A. et al.
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Obama, Medvedev release joint statement
By: Politico Staff 

April 1, 2009 10:23 AM EST 

Barack Obama and Dmitry Medvedev have released a (long) joint statement offering a readout of their Wednesday meeting: 

"Reaffirming that the era when our countries viewed each other as enemies is long over, and recognizing our many 
common interests, we today established a substantive agenda for Russia and the United States to be developed over the 
coming months and years. We are resolved to work together to strengthen strategic stability, international security, and 
jointly meet contemporary global challenges, while also addressing disagreements openly and honestly in a spirit of mutual 
respect and acknowledgement of each other's perspective. 

"We discussed measures to overcome the effects of the global economic crisis, strengthen the international monetary and 
financial system, restore economic growth, and advance regulatory efforts to ensure that such a crisis does not happen 
again. 

"We also discussed nuclear arms control and reduction. As leaders of the two largest nuclear weapons states, we agreed 
to work together to fulfill our obligations under Article VI of the Treaty on Non-Proliferation of Nuclear Weapons (NPT) 
and demonstrate leadership in reducing the number of nuclear weapons in the world. We committed our two countries 
to achieving a nuclear free world, while recognizing that this long-term goal will require a new emphasis on arms control 
and conflict resolution measures, and their full implementation by all concerned nations. We agreed to pursue new and 
verifiable reductions in our strategic offensive arsenals in a step-by-step process, beginning by replacing the Strategic Arms 
Reduction Treaty with a new, legally-binding treaty. We are instructing our negotiators to start talks immediately on this 
new treaty and to report on results achieved in working out the new agreement by July. 

"While acknowledging that differences remain over the purposes of deployment of missile defense assets in Europe, we 
discussed new possibilities for mutual international cooperation in the field of missile defense, taking into account joint 
assessments of missile challenges and threats, aimed at enhancing the security of our countries, and that of our allies and 
partners. 

"The relationship between offensive and defensive arms will be discussed by the two governments. 

"We intend to carry out joint efforts to strengthen the international regime for nonproliferation of weapons of mass 
destruction and their means of delivery. In this regard we strongly support the Treaty on the Non-Proliferation of Nuclear 
Weapons (NPT), and are committed to its further strengthening. Together, we seek to secure nuclear weapons and materials, 
while promoting the safe use of nuclear energy for peaceful purposes. We support the activities of the International Atomic 
Energy Agency (IAEA) and stress the importance of the IAEA Safeguards system. We seek universal adherence to IAEA 
comprehensive safeguards, as provided for in Article III of the NPT, and to the Additional Protocol and urge the ratification 
and implementation of these agreements. We will deepen cooperation to combat nuclear terrorism. We will seek to further 
promote the Global Initiative to Combat Nuclear Terrorism, which now unites 75 countries. We also support international 
negotiations for a verifiable treaty to end the production of fissile materials for nuclear weapons. As a key measure of 
nuclear nonproliferation and disarmament, we underscored the importance of the entering into force the Comprehensive 
Nuclear Test Ban Treaty. In this respect, President Obama confirmed his commitment to work for American ratification of this 
Treaty.

We applaud the achievements made through the Nuclear Security Initiative launched in Bratislava in 2005, including to 
minimize the civilian use of Highly Enriched Uranium, and we seek to continue bilateral collaboration to improve and 
sustain nuclear security. We agreed to examine possible new initiatives to promote international cooperation in the 
peaceful use of nuclear energy while strengthening the nuclear non-proliferation regime. We welcome the work of the IAEA 
on multilateral approaches to the nuclear fuel cycle and encourage efforts to develop mutually beneficial approaches with 
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states considering nuclear energy or considering expansion of existing nuclear energy programs in conformity with their 
rights and obligations under the NPT. To facilitate cooperation in the safe use of nuclear energy for peaceful purposes, both 
sides will work to bring into force the bilateral Agreement for Cooperation in the Field of Peaceful Uses of Nuclear Energy. 
To strengthen non-proliferation efforts, we also declare our intent to give new impetus to implementation of U.N. Security 
Council Resolution 1540 on preventing non-state actors from obtaining WMD-related materials and technologies.

"We agreed to work on a bilateral basis and at international forums to resolve regional conflicts. 

"We agreed that al-Qaida and other terrorist and insurgent groups operating in Afghanistan and Pakistan pose a common 
threat to many nations, including the United States and Russia. We agreed to work toward and support a coordinated 
international response with the UN playing a key role. We also agreed that a similar coordinated and international approach 
should be applied to counter the flow of narcotics from Afghanistan, as well as illegal supplies of precursors to this country. 
Both sides agreed to work out new ways of cooperation to facilitate international efforts of stabilization, reconstruction and 
development in Afghanistan, including in the regional context.

"We support the continuation of the Six-Party Talks at an early date and agreed to continue to pursue the verifiable 
denuclearization of the Korean Peninsula in accordance with purposes and principles of the September 19, 2005 Joint 
Statement and subsequent consensus documents. We also expressed concern that a North Korean ballistic missile launch 
would be damaging to peace and stability in the region and agreed to urge the DPRK to exercise restraint and observe 
relevant UN Security Council resolutions. 

"While we recognize that under the NPT Iran has the right to a civilian nuclear program, Iran needs to restore confidence 
in its exclusively peaceful nature. We underline that Iran, as any other Non-Nuclear Weapons State - Party to the NPT, has 
assumed the obligation under Article II of that Treaty in relation to its non-nuclear weapon status. We call on Iran to fully 
implement the relevant U.N. Security Council and the IAEA Board of Governors resolutions including provision of required 
cooperation with the IAEA. We reiterated their commitment to pursue a comprehensive diplomatic solution, including 
direct diplomacy and through P5+1 negotiations, and urged Iran to seize this opportunity to address the international 
community's concerns. 

"We also started a dialogue on security and stability in Europe. Although we disagree about the causes and sequence 
of the military actions of last August, we agreed that we must continue efforts toward a peaceful and lasting solution to 
the unstable situation today. Bearing in mind that significant differences remain between us, we nonetheless stress the 
importance of last year's six-point accord of August 12, the September 8 agreement, and other relevant agreements, and 
pursuing effective cooperation in the Geneva discussions to bring stability to the region.

"We agreed that the resumption of activities of the NATO-Russia Council is a positive step. We welcomed the participation 
of an American delegation at the special Conference on Afghanistan convened under the auspices of Shanghai Cooperation 
Organization last month. 

"We discussed our interest in exploring a comprehensive dialogue on strengthening Euro-Atlantic and European security, 
including existing commitments and President Medvedev's June 2008 proposals on these issues. The OSCE is one of the key 
multilateral venues for this dialogue, as is the NATO-Russia Council. 

"We also agreed that our future meetings must include discussions of transnational threats such as terrorism, organized 
crime, corruption and narcotics, with the aim of enhancing our cooperation in countering these threats and strengthening 
international efforts in these fields, including through joint actions and initiatives. 

"We will strive to give rise to a new dynamic in our economic links including the launch of an intergovernmental 
commission on trade and economic cooperation and the intensification of our business dialogue. Especially during these 
difficult economic times, our business leaders must pursue all opportunities for generating economic activity. We both 
pledged to instruct our governments to make efforts to finalize as soon as possible Russia's accession into the World 
Trade Organization and continue working towards the creation of favorable conditions for the development of Russia-U.S. 
economic ties. 
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"We also pledge to promote cooperation in implementing Global Energy Security Principles, adopted at the G-8 summit in 
Saint Petersburg in 2006, including improving energy efficiency and the development of clean energy technologies. 

"Today we have outlined a comprehensive and ambitious work plan for our two governments. We both affirmed a mutual 
desire to organize contacts between our two governments in a more structured and regular way. Greater institutionalized 
interactions between our ministries and departments make success more likely in meeting the ambitious goals that we 
have established today. 

"At the same time, we also discussed the desire for greater cooperation not only between our governments, but also 
between our societies — more scientific cooperation, more students studying in each other's country, more cultural 
exchanges, and more cooperation between our nongovernmental organizations. In our relations with each other, we also 
seek to be guided by the rule of law, respect for fundamental freedoms and human rights, and tolerance for different views. 

"We, the leaders of Russia and the United States, are ready to move beyond Cold War mentalities and chart a fresh start in 
relations between our two countries. In just a few months we have worked hard to establish a new tone in our relations. 
Now it is time to get down to business and translate our warm words into actual achievements of benefit to Russia, the 
United States, and all those around the world interested in peace and prosperity."

© 2009 Capitol News Company, LLC
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